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Abstract: The proposed research work encompasses implications for infrastructure 

particularly the cybersecurity as an essential in soft infrastructure, and policy making 

particularly on secure access management of infrastructure governance. In this study, we 

introduce a novel parameter focusing on the timestamp duration of password entry, enhancing 

the algorithm titled EPSBalgorithmv01 with seven parameters. The proposed parameter 

incorporates an analysis of the historical time spent by users entering their passwords, 

employing ARIMA for processing. To assess the efficacy of the updated algorithm, we 

developed a simulator and employed a multi-experimental approach. The evaluation utilized a 

test dataset comprising 617 authentic records from 111 individuals within a selected company 

spanning from 2017 to 2022. Our findings reveal significant advancements in 

EPSBalgorithmv01 compared to its predecessor namely EPSBalgorithmv00. While 

EPSBalgorithmv00 struggled with a recognition rate of 28.00% and a precision of 71.171, 

EPSBalgorithmv01 exhibited a recognition rate of 17% with a precision of 82.882%. Despite 

a decrease in recognition rate, EPSBalgorithmv01 demonstrates a notable improvement of 

approximately 14% over EPSBalgorithmv00. 

Keywords: cybersecurity; time-stamped password analysis; infrastructure governance; 

EPSBalgorithmv01; ARIMA 

1. Introduction 

The Today’s modern technological environment necessitates the daily use of 

information systems (Szymkowiak et al., 2021). The rapid advancement in this field 

has highlighted the critical importance of maintaining information security and 

privacy (AL-HASHIMI et al., 2017; Ismagilova et al., 2022). Moreover, Large 

Language Models (LLMs) and Generative AI (GenAI) have recently emerged as 

powerful tools in cybersecurity, enabling automated generation of both defensive and 

offensive tactics. Leveraging their vast training on diverse datasets, LLMs can 

simulate potential cyber-attacks, allowing cybersecurity professionals to identify 

system vulnerabilities proactively and understand how malicious actors might exploit 

them (Adebiaye, et al., 2024; Chaudhary et al., 2023; Shannaq, 2024a; Shannaq, 2024b; 

Shannaq and Shakir, 2024).  

Consequently, developing efficient mechanisms for data and information access 

has become essential (Al-Shamsi et al., 2024; Alshamsi et al., 2024; Tsang et al., 2019). 

Intelligent authorization techniques, which combine passwords with individual user 

behavior, are prime examples of such mechanisms (Papaspirou et al., 2021). Intelligent 

authorization methods are tools and techniques designed to provide safer access 
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channels for information system users. These techniques rely on understanding and 

analyzing user behavior to determine appropriate access levels (Hazratifard et al., 

2022). The main goal is to mitigate risks associated with unauthorized information 

access and prevent security breaches (James and Rabbi, 2023; M et al., 2016). Key 

methods include: 

a. Two-Factor Authentication: Requires users to provide two forms of 

identification (Papaspirou et al., 2021) . 

b. Multifactor Authentication: Allows users to provide more than just a password 

(Das et al., 2019). 

c. User Behavior Analysis: Uses typical patterns of user behavior, such as typing 

or color choices (Stylios et al., 2021). 

Intelligent authorization, combining user behavior analysis with password 

authentication, represents a significant advancement in security and convenience for 

information access. 

Additionally, experts have extensively studied time series prediction methods 

(Guarracino et al., 2010). Temporal data methodologies involve analyzing time series 

to derive statistics and other attributes (Ahmed et al., 2023). Time series prediction 

uses past data to forecast future values (Zeng et al., 2023). While regression analysis 

is practical for determining relationships between time series, it is not typically 

classified as “time series” analysis (Jeng et al., 2023). Discrete-time series analysis 

identifies trends and allows for interventions affecting the underlying variable (Shakir 

et al., 2016). EPSB uses a duration index to differentiate between legal and illegal 

users based on password typing duration and method selection, enhancing security. 

The primary aim of developing the EPSB algorithm is to enhance the differentiation 

between authorized and unauthorized users. This is achieved by storing and classifying 

authorized user behavior data, alongside the password, across various aspects such as 

password input duration and the user’s password selection style. The EPSB algorithm 

is introduced to strengthen the authorization layer during instances of password theft 

by analyzing the user’s historical behavior with the password. 

In the EPSB algorithm, analyzing historical user data is pivotal, achieved through 

the Confidence Range (CR) function, which integrates median, mean, and mode 

equations to establish crucial reference points for distinguishing authorized users from 

unauthorized ones. 

However, the EPSB algorithm is limited by the number of parameters associated 

with the password input duration indicator, EPSBTime, which includes only six 

parameters. 

This study introduces a novel dimension to the analysis process concerning 

EPSBTime, considering it as the seventh parameter. We propose a time series analysis 

equation, designed to enhance the outcomes produced by the aforementioned functions 

within EPSBTime. This enhancement results in the generation of fresh data points that 

serve as distinct markers for authorized users. The improvements made to the EPSB 

algorithm significantly enhance its discriminatory capabilities and bolster its security 

features. Our focus will be on understanding the implementation of these 

enhancements and evaluating their effectiveness in safeguarding sensitive data within 

modern information systems, particularly in ‘Fin-Tech’ applications. Hence, the study 

aims to address the following research questions: 
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⚫ RQ1: What limitations are associated with the authentication accuracy of the 

EPSB algorithm? 

⚫ RQ2: How can the EPSB algorithm be refined to enhance authentication accuracy? 

⚫ RQ3: How can the validity of the proposed enhanced EPSB algorithm be assessed? 

Furthermore, within the same context, the research objectives of this study are 

outlined as follows: 

⚫ To assess the current EPSB algorithm and identify its strengths and weaknesses 

regarding authentication accuracy. 

⚫ To enhance authentication accuracy and differentiate between authorized and 

unauthorized users by refining the EPSB algorithm (Version 1). 

⚫ To implement and validate the proposed enhancements to the EPSB algorithm 

(Version 1). 

It is important to mention that this work aligns with the NIST Cybersecurity 

Framework by emphasizing the framework’s core (NIST, 2018). 

2. Literature review 

2.1. Intelligent authentication methods 

Advanced authentication methods, incorporating biometrics, machine learning, 

and artificial intelligence, aim to fortify authentication systems (Al Alkeem et al., 2019; 

Shannaq et al., 2024). Traditional methods like passwords and PINs have become 

vulnerable due to technological progress (Papathanasaki et al., 2022). Scientists focus 

on developing precise algorithms to record and interpret biometric data, ensuring high 

authentication accuracy (Progonov et al., 2022). With significant advancements in 

artificial intelligence, integrating authentication techniques with AI becomes 

imperative to enhance accuracy (M et al., 2016). Machine learning emerges as a 

pivotal technique (Roopashree et al., 2022). Machine learning dominates intelligent 

authentication, employing innovative algorithms for thorough data analysis and 

accurate predictions (Basha et al., 2024; Shams et al., 2022; Shannaq et al., 2019). 

Researchers utilize support vector machines, neural networks, and decision trees to 

create sophisticated authentication models, adept at assessing user behavior, device 

attributes, and contextual cues for authenticity (Ashtari and Alizadeh, 2022). These 

models adapt to complex threats, bolstering defenses against authentication attacks. 

Behavior-based authentication (BBA) focuses on analyzing individual behavioral 

patterns, such as typing rhythm and mouse movements, to validate identities. 

Continuous monitoring and analysis of user behavior enable intelligent authentication 

systems to detect anomalies and ensure user authenticity. Researchers explore various 

machine learning and statistical methodologies to model user actions effectively, 

paving the way for unobtrusive authentication solutions (Golar and Sharma, 2023). 

While intelligent authentication methods hold promise, several challenges persist 

(Golar and Sharma, 2023). Addressing privacy concerns, data security, 

interoperability, and user-friendliness is crucial for widespread adoption (Jaime et al., 

2023). Robust algorithms capable of thwarting adversarial attacks and impersonation 

attempts are paramount for research (Alqahtani and Kumar, 2024). Future studies 

should prioritize enhancing accuracy, efficiency, and user experience by integrating 

emerging technologies like blockchain, advanced computing, and deep learning 
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(Shastry and Shastry, 2023). These methods significantly bolster authentication 

system security offering superior accuracy and security compared to traditional 

methods (Thomas and Preetha Mathew, 2023). Integration of intelligent algorithms 

can revolutionize authentication across domains like finance, healthcare, and e-

commerce (Jebamikyous et al., 2023; Vyas and Hurry, 2023). Continuous multi-factor 

authentication, utilizing various verification factors persistently, further enhances 

security (Yang et al., 2024). Modern continuous multi-factor authentication solutions 

like ‘One Span’ and Zighra rely on detecting unusual usage patterns (Progonov et al., 

2022). However, they struggle to track changes in behavioral records due to shifts in 

user habits, necessitating frequent profile updates, which can inconvenience users 

(Zhou et al., 2022). Enhancing access control system (ACS) accuracy involves 

analyzing contextual information from user interactions and physical activities. This 

makes it difficult for intruders to manipulate contextual data, reducing spoofing 

effectiveness (Do et al., 2022). Examples of context-based ACS solutions include 

Secured Touch (now part of Ping Identity), Samsung HYPR, NuData Security, and 

TwoSense (Continuous Multi-Factor Authentication, 2024; Progonov et al., 2022; U.S, 

2024). These systems continuously track behavior-related features and contextual 

information, like user location in banking applications. Despite their precision and 

anti-spoofing measures, some users may prefer solutions addressing privacy, resource 

consumption, and battery usage concerns. The EPSB algorithm, which records user 

behavior during authentication without additional hardware, offering cost-

effectiveness and easy implementation (Das et al., 2019).  

2.2. Electronic Personal Synthesis Behavior (EPSB) 

The EPSB algorithm aims to improve the precision of differentiating between 

authorized and unauthorized users by incorporating three primary variables: 

• EPSBStyle, which has been implemented and tested by Shakir et al. (2016) and 

Szymkowiak et al. (2021). 

• EPSBTime and EPSBError are proposed for future implementation to mitigate 

stolen password attacks, as suggested by Das et al. (2019) and Shakir et al. (2024). 

Key considerations include the user’s password selection behavior, the time taken 

to input a password, and legitimate user errors during password entry. These factors 

are analyzed, as described in Figure 1, and the outcomes are forwarded to EPSB 

Decision to determine whether system access should be granted or denied. 

 

Figure 1. EPSB algorithm structure. 
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This algorithm captures legitimate users’ activities across various variables, 

constructing a confidence range during user verification at system entry. Confidence 

Range (CR) comprises points reflecting actual user behavior, including password 

selection habits, common mistakes, and typing speed. EPSBStyle records all user 

passwords, storing old ones as historical data. New passwords are used to assess user 

patterns, generating confidence intervals based on specific parameters like uppercase 

letters, password length, and special characters. By analyzing these, the algorithm 

gains insight into password-related behaviors, improving behavior assessment. 

EPSBTime captures and analyzes the historical duration taken by legitimate users 

to input a password, producing a confidence range. This range signifies the shortest 

and longest timeframes required by legitimate users to manage password entry for 

system access. Conversely, EPSBError documents instances of legitimate users 

inputting incorrect passwords. In such cases, users might overlook language settings, 

incorrectly select uppercase or lowercase letters, make single or double-character 

errors, or reuse old passwords. Analysis and confidence range generation for erroneous 

passwords in EPSBError are guided by several indicators: 

⚫ Frequency of uppercase letters; 

⚫ Frequency of lowercase letters; 

⚫ Length of the incorrect password; 

⚫ Number of characters; 

⚫ Number of digits; 

⚫ Number of special symbols; 

⚫ Inclusion in the list of old passwords. 

When assessing historical data for legitimate users, the EPSB algorithm 

computes a Confidence Range (CR) for the password using the equation below. 

Confidence Range (CR)=L + h
fm−f1

(2fm−f1−f2)
, ∑

𝑥𝑖

𝑛𝑖 , 𝐿 +
ℎ1

𝑓
((n/2)-C (1) 

The confidence level for each indicator is determined by generating six key points: 

the lowest and highest mean, median, and mode. Thus, the algorithm produces: 36 

confidence points for EPSBStyle (18 minimum and maximum ranges). 

A 60% match ratio in EPSBDecision grants access. Increasing confidence points 

enhances EPSBTime performance. This study explores time series analysis to generate 

new points based on historical and current data, predicting future values. This method 

aims to improve user determination accuracy, comparing results with previous tests. 

2.3. Time series analysis 

Time Series Analysis is a statistical method used to analyze data collected over 

time, revealing patterns, trends, and potential forecasts within a dataset (Anderson, 

2011). It employs various statistical techniques like regressions and variance analyses 

to understand temporal connections and predict future values based on past patterns 

(Anderson, 2011; Lim et al., 2021). Widely used in economics, meteorology, finance, 

medicine, and data science, it uncovers evolving patterns and trends, aiding in long-

term trend recognition, understanding temporal relationships, and forecasting future 

trends (Ariens et al., 2020; Hewamalage et al., 2021; Liu et al., 2020; Mills, 2019; 

Zeng et al., 2023; Zhu et al., 2020). 
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In cyber security field Time Series Analysis (TSA) has become an essential tool 

for monitoring and predicting patterns in network traffic and user behavior, enabling 

rapid identification of potential threats. By analyzing data collected over time, TSA 

can help detect anomalies, such as unusual login patterns or spikes in network activity, 

which often signal security breaches or insider threats (Ghorbani and Lu, 2021). TSA 

algorithms, such as autoregressive integrated moving average (ARIMA) and Long 

Short-Term Memory (LSTM) models, can learn typical behavior patterns and flag 

deviations, thus enhancing anomaly detection and reducing false positives (Ahmad et 

al., 2022). 

2.3.1. Common equations and models in time series analysis 

Several equations and models are employed to analyze time series data and 

predict future trends: 

⚫ Moving Average Model: Calculates the average over a specific period, updating 

it with each new data point (Durbin, 1959). 

⚫ Dynamic Regression Model: Analyzes relationships between variables over time, 

showing how each variable influences others as time progresses (Durbin, 1959). 

⚫ ‘Autoregressive Conditional Heteroskedasticity’ Model (ARCH): Identifies 

fluctuations in financial data, predicting risks and market changes(Degiannakis 

and Xekalaki, 2004). 

⚫ Fourier Analysis: Examines periodic time series, breaking them down into 

different frequency components (Stein and Shakarchi, 2011). 

⚫ Autoregressive Integrated Moving Average Model (ARIMA): Forecasts future 

time series data by considering periodic variables, regression, and moving 

averages (SciELO, 2024). 

ARIMA is widely used in economics, weather forecasting, and finance due to its 

effectiveness (Murat et al., 2018). It aids in understanding past data patterns and 

predicting future trends (Emmanuel, 2024; Gunawan and Astika, 2022). The basic 

equation for ARIMA is (Hằng and Dũng, 2022): 

𝑌𝑡 = 𝑐 + ∅1𝑌𝑡−1 + ∅2 𝑌𝑡−2 + ⋯ + ∅𝑝𝑌𝑡−𝑝 + 𝜃1𝑒𝑡−1 + 𝜃2𝑒𝑡−2 + ⋯ + +𝜃𝑞𝑒𝑡−𝑞 + 𝜀𝑡 (2) 

where: 

⚫ 𝐶𝑎𝑝𝑌𝑡 Represents the value at time “t”. Is a constant term. 𝐸𝑚𝑝𝑡𝑦∅1+∅2 + ⋯ +

∅𝑝 Are autoregressive parameters; 

⚫ 𝜃1+𝜃2 + ⋯ + 𝜃𝑞 Are moving average parameters; 

⚫ 𝑒𝑡−1 + 𝑒𝑡−2 + ⋯ + 𝑒𝑡−𝑞 Are the error terms; 

⚫ 𝜀𝑡 Represents the white noise error term at time “t”. 

The ARIMA model comprises three key components: Autoregressive (AR), 

Integrated (I), and Moving Average (MA). In this study, we applied the ARIMA model 

to meet our research objectives. This involved integrating Confidence Range (CR) 

outputs as new inputs into the ARIMA time series analysis. These inputs produced 

new points, acting as confidence points for legitimate users alongside initial points 

from the CR. Thus, our hypothesis tests whether adopting the ARIMA model in the 

EPSBAlgorithmv01 enhances its ability to detect unauthorized users in stolen 

password attacks. 
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3. Materials and methods 

The research methodology aligns with the study objectives, involving gathering 

and analyzing cutting-edge findings to evaluate existing authentication methods in 

web-based systems. The project comprises multiple stages, illustrated in Figure 2, to 

achieve these objectives. Critiques of current methods highlight initial issues, while 

the second phase aims to enhance the EPSB model and implement the proposed 

solution. EPSB algorithmV01 will be applied to a sample of 111 users from historical 

data spanning 2017 to 2022. Tests will assess the system’s ability to differentiate 

between legitimate and illegitimate users, focusing on password entry speed. Final 

results will undergo validation, comparing EPSBalgorithmV00 (6 Parameters) and 

EPSBalgorithmV01 (With: ARIMA = Seven Parameters) in distinguishing between 

users during stolen password attacks. 

 

Figure 2. Research methodology. 

 

3.1. Algorithms of the epsbalgorithmv01 components 

In this section, the researcher will outline the refined components of the EPSB 

algorithm, building upon (Shakir et al., 2016) initial model. The primary aim of 

EPSBalgorithmV01 (six parameters + ARIMA) is to improve accuracy in 

distinguishing between authorized and unauthorized users, focusing on EPSBStyle 

(Six Parameters). These enhancements aim to counter stolen password attacks by 

integrating confidence range (CR) outputs into the ARIMA time series analysis 

process (EPSBTime), generating new confidence points for precise identification of 

unauthorized users. By amalgamating these advancements, EPSBalgorithmV01 aims 

to provide a robust solution for detecting and preventing unauthorized access attempts. 
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Notably, the EPSBDecision Node remains unchanged. EPSBTime, monitoring users’ 

password entry times, is exclusively utilized for time series analysis, with plans for 

potential extension to other components based on validation of its effectiveness. The 

adoption of ARIMA analysis is apt for its chronological data examination capabilities. 

Researchers strive to comprehensively analyze and enhance EPSBTime’s 

effectiveness, potentially extending improvements to all EPSBalgorithm components 

in future studies. 

3.1.1. EPSBTimev01 

This component, depicted in Figure 3, measures password input duration to 

generate EPSBtime using Confidence Range (CR) for each legitimate user. The 

ARIMA equation integrates with CR to create new confidence points based on user 

behavior. CRPd (Confidence Range Password Duration) results stem from keystroke 

speed analysis during password entry until login activation. Password Duration (Pd) 

identifies unauthorized users within the CRPd range. The algorithm records keyboard 

typing speed for each legitimate user password entry. If entries are under 30, the 

algorithm estimates a confidence range based on available data. If over 30, it selects 

the last 30 valid entries to generate a confidence score, compared to CRPd. Authorized 

access is granted if the score falls within CRPd; otherwise, access is denied. Keystroke 

speed analysis aids in user identification and security breach detection. CR outputs 

serve as inputs for ARIMA, generating new confidence points (APd - ARIMA 

Password Duration) combined with CR and effective passwords. The algorithm 

outlines CRPd and APd for EPSBTime, yielding conclusive results for decision-

making (D) component comparison. Details are provided in Figures 4 and 5. 

 

Figure 3. EPSBTimev01. 
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Figure 4. EPSBTimev01 components. 

 
Figure 5. Part of the EPSBTimev01 algorithm. 
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4. Experiment process and evaluation 

4.1. Test collection 

To evaluate the algorithm, we examined a test dataset comprising 617 authentic 

records from 111 individuals at a selected company between 2017 and 2022. This five-

year span allowed us to scrutinize user actions during password modifications. Upon 

reviewing the historical login password database, it was evident that 111 users changed 

their passwords multiple times within the Five-year period, specifically: 

⚫ 13 users changed their passwords 4times; 

⚫ 43 users did so 5times; 

⚫ 41 users made 6 modifications; 

⚫ 8 users adjusted theirs 7 times; 

⚫ 28 users updated theirs 3 times; 

⚫ 6 users changed 8 times. 

The user count was 111, and the database contained 617 records. We excluded 

the last password from each user to create a test collection. Hence, the test collection 

comprises 111 records, with each record representing the last correct password 

excluded from the CR-Database for all users. 

The selection of users for this study was based on available log data used by the 

IT department for various tests and experiments. The dataset was created by utilizing 

each user’s most recently updated password.  

4.2. Evaluation measure 

To assess the effectiveness of the CR algorithm EPSBalgorithmv01, and the. 

EPSBalgorithmv01, we used the precision metric, which is defined as follows: 

Precision (P) measures the proportion of correctly identified passwords that are 

considered successful. 

Precision (P) = #(Relevant Passwords Matched [Pass])/#(Total Test Items). 

Table 1 explains the precision calculation concept. 

Table 1. Precision (P) in terms of TP, FP. 

Matched Password Not Matched Password 

Pass True Positives (TP) 

Fail False Negatives (FN) 

Where: Relevant Passwords = number of all matched passwords = 141 for 68 users. P = TP/(TP + FP). 

4.3. Experiment 

For the experiment, the test dataset containing 111 users was uploaded to the 

developed smart security application. This allowed us to compute the 

EPSBalgorithmv00 proposed by Shakir et al. (2016) and the EPSBalgorithmv01 

proposed in this work, for all 111 users with 111 records. The experimental results are 

summarized in Table 2. 
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Table 2. Results after the experiment. 

Algorithm (R−DB = 111) TP FP TP + FP TP/(TP + FP) % 

EPSBalgorithmv00 79 32 79 + 32 0.711 71.171 

EPSBalgorithmv01 92 19 92 + 19 0.828 82.882 

The updated algorithm EPSBalgorithmv01 has demonstrated promising results 

compared to EPSBalgorithmv00. However, the test collection results highlight the 

weaknesses of EPSBalgorithmv00 in distinguishing genuine users from false ones, 

achieving a recognition rate of only 28.00% and with precession of 71.171. In contrast, 

EPSBalgorithmv01 failed to recognize genuine users from false ones achieving a 

recognition rate of 17%, and achieved a precision of 82.882%. 

The recognition rate of EPSBalgorithmv00 is 71.00%, while the recognition rate 

of EPSBalgorithmv01 is 82.00%. 

The improvement percentage can be calculated using the Equation: 

P(EPSBalgorithmv01)−P(EPSBalgorithmv00)

P(EPSBalgorithmv00)
∗ 100= 

82−71

71
∗ 100 = 14% (3) 

Therefore, EPSBalgorithmv01 shows an improvement in recognition rate of 

approximately 14% compared to EPSBalgorithmv00. 

5. Results and discussion 

The study proceeded through three primary phases: establishing authentication 

with the EPSB algorithm, conducting preliminary experiments, and assessing 

outcomes. Initially, authentication development using the EPSBalgorithmv01 was 

implemented by a developed simulator, after careful consideration and verification for 

web domain suitability. The algorithm’s core components collaborated to gather 

necessary data for constructing the confidence range. Two preliminary experiments 

were conducted with 111 users registered from 2017 to 2022, who updated their 

passwords multiple times. The final phase oversees user conduct, task documentation, 

statistical analysis, and periodic transmission of findings to the time series analysis 

layer. This layer, integrated into the research, produces outcomes forwarded to the 

decision component, facilitating comparison between current and previous outputs to 

gauge algorithmic advancements. 

The study’s time series analysis layer is pivotal for decision-making. Regular 

statistical analysis findings comparison ensures ongoing algorithmic enhancement, 

considering user behavior and completed actions. The EPSBAlgorithmv01 now 

includes seven parameters, enhancing the previous six, as depicted in Table 3. Figure 

6 illustrates the updated application interface with the new parameter (EPSB)Timev01 

by ARIMA. 

Table 3. Seven parameters integrated with the EPSBalgorithmV01. 

Parameter1 Parameter2 Parameter3 Parameter4 Parameter5 Parameter6 Parameter7 

Small letters 
Capital 

Letters 

Sum of Small letters + Capital 

Letters 
Numerals Symbols 

Length of the 

password 
ARIMA(EPSBTimev01 
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Figure 6. EPSBTimev01 record history interface. 

Figures 6–10 extracted from the developed application interfaces to illustrate the 

application process of the monitoring security system used since 2017 to record user 

behaviors. This system logs the date and time of each login and measures the duration 

taken to enter the correct password. Figure 6 demonstrates this process for user17, 

who logged in on 09/06/2017. The timer-record procedures were enabled to capture 

user17’s login behavior. For instance, as shown in Figure 6, user17 took 

approximately 4.32 seconds to type the correct password on 09/06/2017. This 

application continuously monitors all company users and records their activities. 

In Figure 7, user2 took approximately 5.60 seconds to enter their password. 

Consequently, all password entry records were continuously recorded and analyzed 

by the ARIMA algorithm, adding this data as parameter 7 to the security application. 

Figure 8 shows how user2’s data was analyzed based on the ARIMA algorithm and 

Confidence Range (CR) from each history record. For user2, the minimum mean time 

to enter the password was 3.71 seconds, and the maximum was 5.87 seconds. This 

information is demonstrated in the last two fields of the grid in parallel with the 

MEAN-CR label on the left side of the application interface. The minimum median 

time was 3.71 seconds, the maximum median was 6.0 seconds, and the minimum and 

maximum mode were both 3.71 seconds. For example, when user2 attempted to log 

in again, it took about 4.78 seconds, as shown in Figure 8 at the bottom left. The 

system compares this activity, displaying successful results in green and failed results 

in red. Table 4 explains the comparison process executed in Figure 8, illustrating how 

ARIMA with CR was developed and adapted in the CR algorithm application. 
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Figure 7. User2 record: EPSBTimev01 record history interface. 

 
Figure 8. Comparison results for password update of user2 using EPSBTimev01. 

Table 4. Comparison process by CR and ARIMA for user2. 

 User password  user Updated password 

 User2 Ibrahim#444  User2 iBrahim34!$ 

 Min Max  Min MAX 

Mean-CR 3.71 5.87 PASS 04.78 04.78 

Median_CR 3.71 6.0 PASS 04.78 04.78 

Mod-CR 3.71 3.71 FAIL 04.78 04.78 

As shown in Table 4 for user2, the time of 4.78 seconds falls within the ranges 

of 3.71 to 5.87 and 3.71 to 6.0. Therefore, the comparison results for Mean-CR and 

Median-CR were “Pass.” However, since 4.78 seconds is not within the range of 3.71 

to 3.71, the result for Mod-CR was “Fail”. 

In the following scenario, the extracted figures from the security application 

demonstrate how EPSBTimev01 (ARIMA) (Figure 9) was used to improve the results 

of EPSBalgorithmv00. Figure 10 shows the regular comparison using the six 

parameters previously explained in Table 3. The application matched 10 correct items, 

resulting in a calculation of (10/18) * 100 = 55.555, which did not meet the configured 

threshold of ≥ 60. The challenge in this example is that user 17, who plans to update 

his password, was mistakenly identified by EPSBalgorithmv00 as an unauthorized 

user (F-User). Such errors could undermine the reliability of the application, especially 

in sensitive contexts where any mistake could be disastrous. To address this issue, 

PSBTimev01 (ARIMA) was introduced as a seventh parameter to EPSBalgorithmv00. 

As indicated by EPSBTimev01 (ARIMA) added 3 pass items to the results, updating 

the calculation to (13/21) × 100 = 61.904. This result meets the threshold of ≥ 60, 

allowing the system to correctly identify authorized users. 
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Figure 9. EPSBalgorithmv00 testing user 17. 

 
Figure 10. EPSBalgorithmv01 testing user 17. 

The evaluation section demonstrates the number of improved cases based on the 

test collection used in this work. 

The updated EPSBalgorithmv01 shows promising outcomes in contrast to 

EPSBalgorithmv00. However, the test results underscore EPSBalgorithmv00’s 

weaknesses in distinguishing real users from impostors, with a recognition rate of only 

28.00% and a precision of 71.171. Conversely, EPSBalgorithmv01 struggles to 

differentiate genuine users from false ones, achieving a recognition rate of 17% but 

with a higher precision of 82.882%. EPSBalgorithmv00 attains a recognition rate of 

71.00%, whereas EPSBalgorithmv01 achieves an improved recognition rate of 

82.00%. The EPSB algorithm utilizes three key variables: EPSBStyle executed by 

EPSBalgorithmv00 and EPSBTime executed by EPSBalgorithmv01. These variables 

aid in distinguishing between authorized and unauthorized users and serve as a defense 

against stolen password attacks. However, EPSBalgorithmv00 is hindered by a limited 

number of parameters associated with the EPSBTime, which only has six parameters. 

To address this limitation, this research introduces a temporal ARIMA model aimed 

at enhancing the functionality of EPSBTime. The investigation unfolds in three main 

phases: first, the EPSB algorithm is utilized for authentication; second, 

experimentation commences; and finally, the experimental results are evaluated. The 

initial implementation of the developed EPSBalgorithmv01 for authentication 

purposes involves the use of a simulator. Subsequently, the results of tests conducted 
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using EPSBV01 in detecting unauthorized users are compared before and after 

adaptation through the ARIMA approach. In a simulated scenario, an unauthorized 

user, denoted as “X user,” gains access through a password theft attack. Throughout 

the stages presented in this study, tests are conducted to assess the response to such an 

attempt. The system scrutinizes both the entered password and the user’s interaction 

with it, comparing X user’s input time with that of legitimate users during previous 

logins. In a simulated password theft attack, the EPSB algorithm without ARIMA 

successfully identified 92 authorized users out of 111. Consequently, it failed to 

recognize 32 of them. Conducting the same experiment with EPSBalgorithmv01 

integrated with ARIMA, the system identified 92 authorized users out of 111 during 

the Stolen Password Attack (SPA) simulation. The sample comprised carefully 

selected individuals, with passwords regularly changed to mimic real-world scenarios 

of password theft. Utilizing the ARIMA algorithm, the system achieved a performance 

level of up to 82.88%. This demonstrates that EPSBalgorithmv01, with its ARIMA 

integration, enhances the prevention of unauthorized users from logging in by 14% 

compared to the standard EPSB algorithm. Thus, the integration of EPSBalgorithmv01 

with ARIMA, alongside the analysis of the CR equation, significantly improves the 

algorithm’s accuracy in detecting unauthorized users. 

5.1. Limitations 

While the proposed EPSBalgorithmv01 demonstrates improved precision in 

preventing unauthorized access, several limitations were observed that may impact its 

broader applicability and effectiveness:  

Reduced Recognition Rate: Nevertheless, improvements introduced resulted in 

the decay of the EPSBalgorithmv01 recognition rate to 17%, down from 28% provided 

by the EPSBalgorithmv00. This decline raises the possibility of a trade-off between 

the recognition rate and the precision. While, precision increases the security the 

recognition rate might decrease that affects the usability of the system in special high 

security environments where: number of users and the precise identification of these 

users is an essential factor. This can be resolved by perhaps finding the maximum 

attainable level of accuracy-integral recognition rate trade-off, which could be done 

by further adjusting the parameters of the model and/or its fine-tuning. 

Data Set Constraints: The validation data included 617 records of 111 employee 

in one organization. This data was informative and helped in development of the 

algorithm, yet, a more complex data set would confirm the versatility of the algorithm 

in the presence of different demographic and behavioural parameters. In future work, 

it is suggested that the dataset should be broadened with more diverse users and 

organizations for greater generalization.  

Reliance on Historical Data and ARIMA: Though ARIMA retains the temporal 

characteristics of the password entries in the appropriate way, it may not be 

supersessions because it is based entirely on the past events. Emergent or infrequent 

behavioral patterns (e.g., anytime of the day the login’s were made) may also not be 

easily identified. This might be solved by incorporating a more adaptive set of machine 

learning models for more rapid responses to such behavior.  
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Single-Factor Focus: The current implementation of EPSBalgorithmv01 is 

anchored in the use of password analysis within a specified time frame as a single 

factor of authentication. While this enhances the security measure it lacks sufficient 

measure to block access by unauthorized personnel. The adoption of multiple factors’ 

authentication might be another way to strengthen protection, which is beyond the 

capabilities of using the time-stamp analysis. 

5.2. Future work 

Building on the findings and limitations of EPSBalgorithmv01, future research 

could explore several enhancements and expansions to improve secure access 

management: 

Integration with Multi-Factor Authentication (MFA): TSPA can be extended 

precisely within the context of multi-factor authentication and its integration into the 

framework would increase its effectiveness by adding multiple factors, including 

TSPA, biometrics or OTP. This would afford even better protection particularly to 

sectors that call for defense including infrastructure industries that can only be secured 

by enhanced security cover. 

Exploring Machine Learning Models for Anomaly Detection: Thus, enhancing 

flexibility and efficiency of the algorithms, the further studies could explore the 

models that are designed for identifying anomalous login patterns. Information of the 

users’ login pattern be stored could be dynamically adjusted to make use of a recurrent 

neural network (RNN) or, in the case of ensemble, identify potential breaches with 

higher accuracy than statistical methods. 

Real-Time Behavioral Analysis: Storing information about login times, 

geographic locations of the user, as well as the examination of characteristics of the 

device, TSPA could further be improved to contain the ability to flag any or all access 

patterns that seemed different from the norm in real-time. Adding behavioral analytics 

and environmental condition such as geolocation restrictions would make it possible 

to have a rich model for identifying the out of norm conditions, this would improve 

the security level. 

Industry-Specific Customization: Since the performance of developed algorithm 

is proven in the field of fintech, the further work can be focused on adaptation of 

EPSBalgorithmv01 for the other fields including the healthcare or the government 

technology in which the user activities and security concerns may differ. That is why 

its modification to take into account sectoral threats/vulnerabilities and data 

distribution can positively affect both the ease of use and the effectiveness of security 

measures. 

Scalability and Real-Time Application: In future implementations, there is the 

scaling of the EPSBalgorithmv01 program which will ensure the program’s efficiency 

on larger and highly used systems. Therefore, if TSPA comes up with a real time low 

latency version of the algorithm, it would fit well with login systems with high 

frequency without being exposed to security threats. 

With these improvements in mind, future investigations of EPSBalgorithmv01 

can advance on the work that has been done, identifying the absences and weaknesses 
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of this architectural solution while exploring further ways to advance the integrated 

and secure experience of access to different applications and companies.  

6. Conclusion 

The present research offers important information on the development of the 

Electronic Personal Synthesis Behavior (EPSB) algorithm, highlighting its 

weaknesses and recommended alterations that would improve the chances of 

authenticating a person correctly. The results clearly show there are significant gains 

when using EPSBalgorithmv01 over the prior EPSBalgorithmv00. Thus, the study 

propels authentication accuracy, or corresponding augmentation, by methodically 

mitigating the limitations noted in the prior version of the study, underscoring the 

necessity of iterative improvement. The incorporation of the ARIMA model into 

EPSBalgorithmv01 improves its capacity to counteract stolen password attacks by 

using common login simulations. With this integration it improves the accuracy of the 

algorithm also on unauthorized user identification that make the security in 

information systems stronger. To validate the EPSBalgorithmv01 various real-time 

data and multiple experimental measurements were used. This study added another 

parameter based on the timestamp duration of the password entry with a future forecast 

by ARIMA helping to develop more complex algorithm with seven parameters. This 

study should help emphasize the need to fine-tune cybersecurity algorithms more as 

fundamental frameworks and policies are being enacted. These enhancements of 

EPSBalgorithmv01 have given real-world benefits for secure access management as 

well as practical implications considering the management of infrastructure in the field 

of information security; it has provided direction for subsequent research and 

application in the information security arena. 
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