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Abstract: In this paper, we assess the results of experiment with different machine learning 

algorithms for the data classification on the basis of accuracy, precision, recall and F1-Score 

metrics. We collected metrics like Accuracy, F1-Score, Precision, and Recall: From the Neural 

Network model, it produced the highest Accuracy of 0.129526 also highest F1-Score of 

0.118785, showing that it has the correct balance of precision and recall ratio that can pick up 

important patterns from the dataset. Random Forest was not much behind with an accuracy of 

0.128119 and highest precision score of 0.118553 knit a great ability for handling relations in 

large dataset but with slightly lower recall in comparison with Neural Network. This ranked 

the Decision Tree model at number three with a 0.111792, Accuracy Score while its Recall 

score showed it can predict true positives better than Support Vector Machine (SVM), although 

it predicts more of the positives than it actually is a majority of the times. SVM ranked fourth, 

with accuracy of 0.095465 and F1-Score of 0.067861, the figure showing difficulty in 

classification of associated classes. Finally, the K-Neighbors model took the 6th place, with 

the predetermined accuracy of 0.065531 and the unsatisfactory results with the precision and 

recall indicating the problems of this algorithm in classification. We found out that Neural 

Networks and Random Forests are the best algorithms for this classification task, while K-

Neighbors is far much inferior than the other classifiers. 

Keywords: password classification; machine learning; TF-IDF vectorization; random forest; 

K-Nearest Neighbors (KNN); decision tree; neural network; support vector machine 

1. Introduction 

In today’s digital age, the security of information systems is paramount. With the 

increasing reliance on online services and the growing complexity of cyber threats, 

protecting user data has become a critical challenge (Amity University Uttar Pradesh, 

2024; Boumedyen and Richmond, 2017; Shannaq, 2024a). Password-based 

authentication remains one of the most widely used methods for securing access to 

sensitive information (Ugwu et al., 2024). As we have seen, password security remains 

one of the common security challenges since users create weak passwords, pattern of 

passwords that are easily guessable, and user behavior defeat traditional authentication 

solutions (Blessing et al., 2024). The remaining challenges in password-based systems 

have fostered innovation in improving authentication techniques (George, 2024; Por 

et al., 2024; Sheng and Umejiaku, 2024). Of them, machine learning has risen to 

become a significant solution for providing new ways of identifying and preventing 

security (Ahammed and Labu, 2024; Atadoga et al., 2024). Thus, through analyzing 
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the passwords and the users’ behavior, the machine learning models will define such 

threats and, thus, will enhance the general security nature of the authentications 

(Akinola et al., 2024; Alshamsi et al., 2024; Al-Shamsi et al., 2024; Farhan et al., 2024; 

Okoli et al., 2024; Rashid Al-Shamsi and Shannaq, 2024; Shannaq and Shakir, 2024; 

Shannaq, 2024c; Shannaq, 2024d). 

1.1. Problem statement and research gap 

Thus, using passwords is really fragile as it is so easily break by using advanced 

hacking strategies. When an attacker has finally compromised a legitimate user’s 

password, they may decide to modify the password to the point where the owner 

cannot gain access. This is usually allowed by security systems since the right 

password is typed hence it often is hard to differentiate between the real user and the 

invader. However, by using MFA, one is somehow safe but users can still override 

and change passwords. The main problem is that current security systems can hardly 

differentiate the owner of the account from an imposter if the only thing entered is the 

right password. In the current academic literature concerned with cybersecurity, 

especially user authentication, new key directions are yet to be prioritized actively 

research, whereas conventional approaches are dominated by password policies, 

MFA, and encryption techniques (Alrawili et al., 2024; Baseer and Charumathi, 2024; 

Das and Singh, 2024; Hasan et al., 2024; Singla and Verma, 2024; Smith et al., 2024). 

However, much has not been done to enhance the password security by identifying 

user’s authorization based on password history. However, machine learning is used in 

cybersecurity, comparative studies of the algorithms used for the classification of users 

on the basis of passwords are scarce (Almujahid et al., 2024; Shi and Wang, 2024). In 

addition, there is little emphasis on investigating the effectiveness of different machine 

learning algorithms in terms of accuracy with passwords sets, essential for building 

secure authentication systems (Aboukadri et al., 2024; Andelić et al., 2024; Shannaq 

et al., 2019). Just as passwords are text data, they can be enhanced by natural language 

processing or NLP. Nonetheless, specific message feature engineering research on 

password analysis, for example, employing TF-IDF is still insignificant (Chanthati, 

2024; Dias et al., 2024; Mo et al., 2024). For this reason, there lies a myriad of 

possibilities for development and improvement of password safety through the use of 

superior NLP methods. 

1.2. Proposed solution 

This work proposes the development of a machine learning model to analyze and 

understand user behavior, particularly the preferences users exhibit when choosing 

passwords. For example, some users might incorporate their birth year, names of 

family members, or favorite cars into their passwords. The proposed machine learning 

classification model will be trained to recognize whether the person attempting to 

change the password is the legitimate user or a fake one based on their password 

patterns and behavior. Also, the research will compare and analyze different machine 

learning classification algorithm and eventually arrive at which is most appropriate for 

the identification of the authorized and unauthorized users. In Figure 1 there shows 

how the developed work of the simulator. 



Journal of Infrastructure, Policy and Development 2024, 8(13), 9311.  

3 

 

Figure 1. Simulator workflow. 

This study explores the application of machine learning techniques to classify 

users based on their password patterns. Our research aims to fill the gap in the existing 

literature by providing a systematic approach to password classification, utilizing a 

variety of machine learning algorithms to assess their effectiveness. We focus on 

transforming raw password data into meaningful features using TF-IDF vectorization, 

a method commonly used in text analysis but not widely applied in cybersecurity 

contexts (Alketbi et al., 2024; Othman et al., 2024; Shannaq, 2024b). 

1.3. Contribution 

Lies in its potential to enhance the security of password-based systems through 

the integration of advanced machine learning methods. By evaluating the performance 

of different classifiers, we aim to identify the most effective model for this task, 

thereby contributing to the development of more resilient authentication mechanisms. 

Our findings not only address a critical need in the field of information security but 

also offer a foundation for future research aimed at further improving the security of 

user authentication processes. 

1.3.1. Novel application of TF-IDF for password classification 

Prior to this, we applied a Term Frequency-Inverse Document Frequency (TF-

IDF) vectorizer to convert passwords to feature vectors, which is a novel contribution 

as the presented technique originates from text processing. This approach is useful in 

the analysis of password data as it keeps the essence of password information by also 

considering the positions of the characters and forms of the passwords. 

1.3.2. Comparative evaluation of multiple ML models 

We conducted a comprehensive evaluation of three different machine-learning 

models: is used the following algorithms Supports Vector Machine (SVM), Neural 

Networks (NN), Random Forest (RF), K Nearest Neighbors (KNN), Decision Tree 

(DT) for the classification of users from passwords. The current research makes a 

contribution to the comparative analysis of available models, which will help to 
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determine which models are most suitable for solving this particular problem and 

versus which they can be used as a benchmark in further studies and in implementing 

new practical developments in the field of cybersecurity. 

1.3.3. Enhanced understanding of password patterns and user behavior 

The current work therefore brings into view insights as to which patterns and 

features are most informative in password data by comparing how various models 

gravitate towards classifying users using passwords. This serves to augment the 

databases of user choice in password and hopefully help in improving the security of 

the authentication. 

1.3.4. Improving cybersecurity practices 

The implications of our results are evident in the way that cybersecurity 

professionals can adopt our recommendations. Thus, by determining which of the 

machine learning models can be used for user classification based on passwords, we 

have a further way to designing better and more secure authentication systems capable 

of detecting and eliminating fraudsters, or preventing unauthorized penetration. 

1.3.5. Foundation for future research 

Therefore, the results of this research may be used as a basis for further research 

of the interaction between machine learning and cybersecurity. It creates a possibility 

to expand knowledge about more complex issues such as higher level of feature 

engineering, model tuning, and application of these models in operational security 

environments. The comparison of models also provides a great source of reference for 

a researcher who would like to investigate similar applications in other domains for 

instance fraud detection or behavioral analysis. 

1.3.6. Contributing to the body of knowledge in ML and cybersecurity 

Our research enhances the literature on the use of machine learning in cyber 

security prevention and detection. Through filling the highlighted research gaps, the 

present work contributes to the further developments of the understanding of the 

possibilities of machine learning in regards to password protection. The addition of 

employing TF-IDF in password analysis and the comparison of multiple ML models 

make this study meaningful for both academic and practical future developments in 

the field. 

1.3.7. Interdisciplinary impact 

Since this study focuses on text data analysis and the approach developed and 

tested in the research can be applied to cybersecurity and possibly many other fields 

apart from cybersecurity such as NLP, digital forensic and behavior analytics. This 

interdisciplinary impact underlines the body of research as having wider applications 

and importance, and as such, the research will be useful to various individuals across 

various disciplines. 

The following is the outline of the paper: A brief of password security and the 

use of machine learning in cybersecurity is as follows Section 2. Section 3 provide 

detailed method that involves the processes of data collection, feature extraction and 

applying the model. Section 4 contains the results of gained experiments which are 

based on the comparison of different classifiers. In Section 6, we revisit the findings 
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and discuss potential future work directions, while in Section 5, we discuss the 

implications of these results for the cybersecurity domain. 

2. Literature review 

Credentials based authentication hence have now become more at risk largely 

because of poor passwords, repeated passwords, and improved hacking techniques 

such as the phishing attacks an deficiency based attack among others. There are several 

ways to increase password protection, and the use of the ML approach is one of the 

research trends in this direction (Babar and Chen, 2024; Okoli et al., 2024). 

2.1. Password security challenges 

This research reveals that the use of easy to guess passwords and underrate 

password signals present considerable security threats. Research such as that authored 

by (Bonneau et al., 2012; Rooney et al., 2024; Shakir et al., 2024) establishes the fact 

that the password tends to be weak and vulnerable to attacks. In the same way, 

(Lykousas and Patsakis, 2024; Wasfi et al., 2024) established that the users choose 

easily guessable passwords thus adding a lot of danger to the whole authentication 

phase [2]. Additionally, Das and Singh (2024). looked at the risks surrounding 

password reuse, whereby through a single password, the attacker has access to several 

other accounts (Gautam et al., 2024; Lykousas and Patsakis, 2024). 

2.2. Machine learning for password security 

Password security has been the biggest beneficiary of machine learning as a 

powerful technique. According to (Okoli et al., 2024; Vanila et al., 2024), it was also 

hypothesized that various password datasets produced by users might be predicted by 

ML techniques. After this, (Atzori et al., 2024) used statistical models of relevant text 

and their context to estimate likely passwords, though introducing a clock scheme, 

illustrating that ML also might be used for password cracking as well as for password 

protection. 

The more recent studies have therefore shifted to how the application of the ML 

approach can be used to identify anomalies in terms of users. For example, the work 

(Altulaihan et al., 2024) proposes an anomaly detection framework that utilises various 

ML algorithms to identify unusual patterns of login attempts that may portend a 

security breach and additional related work explored in (Komadina et al., 2024). 

Furthermore, Martín et al. (2022) proposed a system that integrates user level with 

password pattern to enhance the authentication techniques and as similar work done 

in (Papaspirou et al., 2023) have highlighted the prevalence of weak passwords and 

their susceptibility to attacks. Similarly, (Lykousas and Patsakis, 2024; Wasfi et al., 

2024) demonstrated that users often select passwords that are easy to guess, thereby 

compromising the security of the authentication process [2]. Furthermore, Das and 

Singh (2024) explored the vulnerabilities associated with password reuse, which 

allows attackers to gain access to multiple accounts once a single password is 

compromised (Gautam et al., 2024; Lykousas and Patsakis, 2024). 
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2.3. Machine learning for password security 

Machine learning has emerged as a potent tool for enhancing password security. 

(Okoli et al., 2024; Vanila et al., 2024) were among the first to suggest that ML models 

could predict password strength by analyzing large datasets of user-generated 

passwords. Following this, (Atzori et al., 2024) applied statistical models to infer 

likely passwords, highlighting the potential for ML to crack passwords as well as 

defend against such attacks. 

More recent studies have focused on applying ML to detect anomalies in user 

behavior. For example, (Altulaihan et al., 2024) work on anomaly detection uses ML 

algorithms to flag unusual login attempts, which may indicate a security breach and 

more similar work investigated in (Komadina et al., 2024). Moreover, (Martín et al., 

2022) developed a system that combines user behavior with password patterns to 

strengthen authentication mechanisms and more similar work investigated in 

(Papaspirou et al., 2023). Feature Extraction Techniques in Password Security. 

Feature extraction is an essential step in the development of strong ML models 

(Escobar-Linero et al., 2022; Fraser et al., 2024; Ng et al., 2023; Veras et al., 2021) an 

attempt was made to introduce sequential characteristics by extracting n-grams as the 

main features which were proved to enhance the accuracy of password strength 

prediction models. Similarly, the study done by (Liao and Yu, 2016) on frequency 

analysis employed the result to derive password pattern which was utilize in feature 

space (Zhou et al., 2024). 

TF-IDF vectorization, which is associated with text mining, is suggested for 

improving the process of feature extraction in cybersecurity fields (Othman et al., 

2024; Pendela et al., 2024). For instance, (Harshita and Leema, 2024) implemented 

TF-IDF algorithm in distinguishing phishing emails—showing that this technique can 

be applied to various security-related tasks (Aouedi et al., 2024). 

Using AI and cyber security in the evaluation of ML models the following are 

the outcomes of the experiments conducted with a cross-section of ML algorithms to 

determine the utility of the afforded procedures for improving password security. 

Nowadays random forests, support vector machines (SVM) and neural networks are 

gaining much attention from researcher. In (Shi and Wang, 2024), the authors 

identified that SVMs are well suited for classifying password patterns, their accuracy 

is high and their computational cost is relatively low. On the other hand, random 

forests were proved to be less sensitive to overfitting when dealing with large 

password databases, as mentioned in (Etzler et al., 2024; Maçãs et al., 2024). 

2.4. Deep learning models 

Using password datasets (Han, 2024) proposed the use of CNNs, proving that 

they are the best in password strength prediction. Likewise, (Kaur and Kaur, 2022) 

incorporated recurrent neural networks (RNNs) for better identification of sequential 

pattern in passwords for façade better accuracy results in password strength prediction. 

Similarly, (Kaur and Kaur, 2022) used recurrent neural networks (RNNs) to capture 

sequential dependencies in passwords, improving classification accuracy. 
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2.5. Challenges and future directions 

However, these advancements have raised different issues as to the applicability 

of ML in password safety. One of the major flaws is to extend models to multiple 

datasets. Unfortunately, many models that tend to perform better with certain datasets 

may not have the same impact on other users and this is highlighted by (He and Liu, 

2024; Zhou et al., 2024) that there is a want for models that can work across different 

datasets that are not limited in capacity. The present issue, another one, relates to the 

complication that entails the training of large scale ML models, including the use of 

deep learning models. As accurately mentioned by (Bakhtiarnia et al., 2024; Bello et 

al., 2024; Wang et al., 2024) deep learning models come up with high accuracy, for 

this, they need enough computational power that can be limiting. 

2.6. Novelty and contribution of this work 

Despite the abundance of work on the role of ML in password security, the 

current study makes several theoretical contributions. 

First, we employ TF-IDF vectorization to extract feature from raw password data, 

which involves converting passwords from textual data into numerical vectors, a 

procedure usually applied to text mining but seldom investigated in the field of 

cybersecurity. This approach enables the capturing of details of password usage that 

may not be easily extracted by employing the standard approach to feature extraction. 

Second, we also present a comparative study of multiple commonly used 

Multiple ML classifiers such as SVM, NN, DT, RF, and KNN to identify the suitable 

model for Password classification. 

Last, we consider the generalization problem in our work by evaluating models 

on various password datasets. This makes it possible for us to come up with more 

generalized conclusions since our results will be tested under different condition. The 

usage of TF-IDF vectorization alongside improved model assessment opens up a new 

approach of subnet. 

3. Methodology 

The methods employed in the study investigation entitled “Comparative Analysis 

of Machine Learning Models for Password-Based User Classification Using TF-IDF 

Vectorization.” The proposed methodology provides a systematic presentation of the 

several phases, beginning with issue identification and culminating with the evaluation 

of machine learning models according to their performance. The initial stage of the 

process is known as Problem Identification and Objective Setting, which entails the 

identification of vulnerabilities in password-based systems. Specifically, unauthorized 

users can compromise credentials, resulting in security breaches. The main goal is to 

categorize computer users according to their password habits using machine learning 

algorithms, therefore improving security protocols. The second phase involves doing 

an investigation of the literature review. The current step involves a comprehensive 

study of pertinent research and established solutions pertaining to password 

categorization, user behavior analysis, and text vectorization techniques such as TF-

IDF. Assessing the strengths and drawbacks of current methodologies is crucial for 
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establishing the basis for model development. The next step is Data Collection, which 

involves gathering a dataset including usernames and their corresponding passwords. 

3.1. Dataset description 

Figure 2 show a part of the dataset, the dataset consisted of 733 records and 

included two columns: usernames and their corresponding passwords (the previous 

passwords that had been changed and updated by each user). The total number of users 

was 147. 

This dataset comprises of password change records from workers who have quit 

from an organization. For privacy and security considerations, usernames have been 

encoded, and no personal or identifying information is included. This anonymized 

dataset was utilized by a research data laboratory center, focused on research without 

exposing the true identity of the consumers. 

 

Figure 2. Sample of dataset for class users distribution. 

3.1.1. The dataset’s structure has two primary columns 

User: Represents the encoded username of each employee (e.g., USER70, 

USER71, etc.), providing anonymity. Old-Password: Shows a succession of old 

passwords previously used by the various users. Each user contains many entries, 

signifying different times when they changed their passwords. 

3.1.2. Analyzing password change frequency 

Password change tracking by user 

Each person in the sample has undergone many password changes. The changes 

are presented in chronological order, with the most recent password showing at the 

bottom of each user’s list. Each user has a unique set of passwords, following various 

protocols. While many passwords comprise combinations of letters, numbers, and 
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special characters (following strong password regulations), the format and pattern 

varies amongst users. 

Illustration of password modification frequency 

USER70: Changed their password 4 times, moving from: Sun&3A → Boat#M8 

→ Moon*U5 → Cat$N4. 

USER75: Changed their password 12 times, moving from: Cat$M3 → Dog#N6 

→ BBoatO4 → Moon$T8 → Sun22&N5 → Ttar#U3Y → Dog#M2 → BoatU9 → 

MoAAn$A6 → Sun&O4 → HHar@B8 → Cat$N3. 

USER91: Changed their password 6 times, moving from: Wi-FiRouter#X4 → 

PowerBank$Y5 → Earbuds@Z6 → USBFlashDrive#M7 → E-reader$N8 → 

FitnessTracker@O9. 

General patterns observation 

The majority of users have changed their passwords between 4 and 8 times. The 

information indicates adherence to company password standards requiring unusual 

characters, digits, and mixed case letters. There is a wide spectrum of password 

difficulty, with users regularly cycling between similar patterns, typically modifying 

special characters or shifting between words/numbers. 

3.1.3. Security implications 

The information implies that password changes occurred routinely, presumably 

in conformity with organizational regulations or best security practices. Password 

modifications are vital in maintaining security, and users typically adjust only sections 

of the password, indicating that memorability could have been a role in their password 

design practices. 

3.1.4. Dataset use case 

This dataset gives significant insights on how employees handle password 

changes, frequency of updates, and probable patterns in choosing new passwords. By 

studying such patterns it will be possible to update security policies and enhance 

further user education and support as to create stronger passwords as well as reduce 

the discernable pat-terns in users’ behavior. The information collected as part of this 

study was of subjects which could be utilised for research purposes without infringing 

on the privacy of the subject. 

Subsequent to collection is the data that undergoes Preprocessing as a part of the 

Analysis stage. This occurs through the labeling of usernames using numerical labels 

as utilized in label encoding while transforming passwords into numerical vectors 

through the use of TF-IDF. These vectors offer an indication on the importance of 

password components based on the frequency of use. 

Furthermore, the Model Selection and Evaluation stage involves the 

implementation of three distinct classification algorithms: NN, SVM, KNN, FR and 

DT. Therefore, an evaluation of each model is done using accuracy and classification 

criterion such as precision and recall. 

Finally, in the Ranking phase, based on the algorithms, the models classify the 

people correctly by considering their password profiles. Such type of analysis helps in 

understanding which of the machine learning model could be suitable for given 

problem. Figure 3 illustrates the stages of the developed algorithm. 
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Figure 3. The proposed algorithm. 

4. Experimental procedure and code 

The purpose of this work was to determine the efficiency of many machine 

learning classification algorithms on our dataset through experiments done using 

Python code. The Python code was developed in a way to include not just a part of the 

machine learning pipeline, but several levels of its functionality, namely data pre-

processing, model training and evaluation followed by sorting of the resulting models 

according to set performance metrics. 

In the preprocessing phase, the original data set was transformed into a format 

that was can be fed into a machine learning algorithm. This involved converting 

categorical data including usernames to numerical to the form of labels through label 

encoding. Additionally, based on the fact that passwords could be treated as text, we 

proceeded by applying a TF-IDF vectorization. This allowed us to transform the 

passwords into numerically encoded strings, in terms of frequency and importance 

level of recurrence. 

Following data preprocessing, many classification models were employed, 

including Support Vector Machines (SVM), Neural Networks (NN), Random Forest 

(RF), K-Nearest Neighbors (KNN) and Decision Tree (DT) classifiers. All the models 

were trained using cross-validation (10 folds) for all the models. This train-test split 

in their implementation allowed us to evaluate the models’ capacity to perform on 

unseen data. 

The evaluation for each model was made using conventional metrics, including 

accuracy, precision, recall, and F1-score indices. These measurements give a broad 

view of the effectiveness and inefficiency of the models in grouping users based on 

password behavior. After the models were built, they were further ranked based on 

their degree of dependency accuracy in order to determine the best algorithm. 
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Due to the limited word count feasible in an article, only a part of the code is 

shown as a screen shot. For the full implementation, readers can write to the authors 

through email and ask for the full source code. This methodology not alone saves 

physical space but also ensures that whoever would wish to replicate or scale up the 

experiments has equal access to the basic resources. 

Table 1 Illustrates the steps involved in importing all necessary Python libraries 

for conducting the experiments, along with a description of the process for loading the 

dataset. 

Table 1. Importing python libraries. 

import pandas as pd 

from sklearn.feature_extraction.text import TfidfVectorizer 

from sklearn.metrics import accuracy_score, precision_score, recall_score, f1_score 

from sklearn.svm import SVC #SVM 

from sklearn.ensemble import RandomForestClassifier #RF 

from sklearn.neighbors import KNeighborsClassifier #KNN 

from sklearn.tree import DecisionTreeClassifier #DT 

from sklearn.neural_network import MLPClassifier #NN 

Table 2. Presents the continuation of the code, which includes loading the 

dataset, encoding the user column, splitting the data into training and testing sets, and 

defining a function to create a pipeline, train the model, and evaluate its performance. 

Table 2. Loading the dataset. 

data = pd.read_csv(‘/content/testpassword.csv’, header = 0, sep = “,”) 

label_encoder = LabelEncoder() 

data[‘user’] = label_encoder.fit_transform(data[‘user’]) 

X = data[‘oldpassword’] 

y = data[‘user’] 

def evaluate_model_cv(model, X, y, cv = 10): 

pipeline = Pipeline([(‘tfidf’, TfidfVectorizer()), (‘classifier’, model)]) 

Table 3 Illustrates the screenshot of the Python code, showcasing the steps to 

train the model, predict the results, evaluate the model, define the models to be tested, 

and evaluate each model while storing the results. 

Table 3. Code for predict the results, evaluate the model. 

for model_name, model in models.items(): 

accuracy, precision, recall, f1 = evaluate_model_cv(model, X, y) 

results.append({‘Model’: model_name, ‘Accuracy’: accuracy, ‘Precision’: precision, ‘Recall’: recall, 

‘F1-Score’: f1}) 

The developed simulator in this work is presented in the Figures 4–6. 
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Figure 4. Main Dashboard: http://aerstore-001-site2.itempurl.com/main/index.html. 

 
Figure 5. Login screen. 

 
Figure 6. ML password testing: https://taerproject.com//squ/robot.aspx (developed 

by the author). 

4.1. Rationale (python code) 

• Data Loading: The dataset must be imported into a Pandas Data Frame. The data must be 

inserted into the user and old password columns. 
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• Label Encoding: The user column is encoded to numerical values as machine learning 

models demand numerical input. 

The data is partitioned into training and testing sets by using cross-validation (10 

folds). 

• Evaluation Function of the Model: One function is written to establish a pipeline 

consisting of TfidfVectorizer for text input and the classifier. This pipeline is then used 

to train the model, make predictions on the test set, and assess the results using accuracy 

and classification reports. 

• The model training process involves evaluating 5 distinct classifiers: SVM, NN, RF, 

KNN and DT. 

• Results Printing: Individual accuracy and classification reports are generated for each 

model. 

• Model Ranking: Ultimately, the models are evaluated according to their respective levels 

of accuracy. 

4.2. Evaluation measures 

Table 4 shows the results obtained for all 5 classification models, ranked 

according to their performance based on the weighted average precision measure. 

Table 4. Classification model results. 

Rank Model Accuracy Precision Recall F1-Score 

1 Neural Network 0.129526 0.112146 0.129545 0.118785 

2 Random Forest 0.128119 0.118553 0.126805 0.120582 

3 Decision Tree 0.111792 0.100776 0.118567 0.100887 

4 SVM 0.095465 0.066457 0.095465 0.067861 

6 K-Neighbors 0.065531 0.053219 0.065531 0.056132 

Precision: Precision is the ratio of genuine positive predictions to the total number 

of positive predictions generated by the model. This metric measures the fraction in 

the overall projected positive cases that were actually positive. That means when the 

model has any positive value it will be quite accurate. Recall is the ratio of true positive 

predictions to the overall observed positives. The metric measures how effectively all 

the positive cases are identified by the model. It is high recall, meaning we are quite 

confident that the model can correctly classify most of the actual positive cases. 

F1-Score: F1 score was defined as the average of Accuracy and Recall, it is the 

F measure of the test. This way we create a measure that combines both accuracy and 

recall to give a comprehensive end product. There is F1_score which will help to strike 

a balance between the precision and the recall and it is more useful where the cases 

are not split 50/50.5. 

5. Results and discussion 

While advancing in cybersecurity, one of the most important objectives to 

improve is the user authentication systems. In this study we propose the use of deep 

learning models especially long short-term memory (LSTM) for classification of users 

from their passwords while Term Frequency-Inverse Document Frequency (TF-IDF) 

are used to capture the textual features of passwords. The main goal is to determine 
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the states of the machine learning algorithms for this purpose and advance the present 

mechanisms of authentication. 

Neural Network: It has emerged on the top owing to its highest accuracy of 

0.129526 and F1-Score of 0.118785. They show that this model has the highest f1-

score among all the models and that means we get the highest measure of recall by 

keeping as much of the precision as required. Random Forest: Close down to the 

second place with the accuracy of 0.128119, higher precision score is 0.118553. 

Although it yields lower recall than Neural Networks, the model’s overall capability 

proves it as a contender, which can work with high-order components in the set. 

Decision Tree: They are positioned third with an accuracy of 0.111792. It has 

produced higher recall value (0.118567) than SVM which ensure true positive 

formation but it’s precised value reveal that it may produce more noise than top two 

models i.e., it could be forming more false positives than them. 

SVM: Ranked fourth it has the least accuracy (0.095465) and F1-Score 

(0.067861) compared with the previous models. Its accuracy is relatively low, which 

has led to the assumption that it is inefficient at predicting the right classes. 

K-Neighbors: In sixth place, the formula gave an accuracy of 065531. The built 

K-Neighbors model appears poorly performing in the aspects of precision and recall 

illustrating most actual instances to be misclassified. The ranking also signifies the 

considerations of precision and recall shape it, these measures both dictate the general 

performance of the models in classification of data. Neural Networks and Random 

Forests proved themselves to be the two best models in this regard, but K-Neighbors 

suffers from poor Prediction capabilities. The results showed in the study show that 

the proposed model of Neural Network performs better than the others to classify the 

users according to password pattern with the highest accuracy level. This means that 

is capable of properly addressing different classes in the password field, and more 

importantly, it has the ability in identifying the unique characteristics of passwords. 

6. Conclusion 

The obtained results determine that the Neural Network model outperforms the 

others in classifying users based on password patterns, achieving the maximum 

precision. This indicates that Neural Network is particularly effective at handling 

different classes of passwords and capturing their distinctive patterns. The comparison 

reveals that, for example, Random-Fort and Decision Tree give worse performance 

but the proposed approach is still helpful in the task of password-based user 

classification. In totality, this research demonstrates how value can be derived in the 

future from avant-garde machine learning methodology to improve on user 

authentication systems based on the ability of the system to distinguish between 

authentic and impostor users from their password behaviors. This research work would 

serve as a base to other future research works that is intended to enhance password 

security beyond any attack with machine learning. 
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