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Abstract: This research explores the critical influence of corporate culture on small and 

medium-sized enterprises’ (SMEs) crisis response abilities under varied cross-cultural 

environments. Amid the disruptive backdrop of the COVID-19 pandemic, SMEs globally have 

faced unprecedented challenges. This study addresses a gap in the existing literature by 

conducting a cross-cultural analysis of SMEs in China, Thailand, and Germany to understand 

how corporate culture affects crisis management. Utilizing a competitive cultural value model, 

the research categorizes corporate culture into four dimensions: group culture, development 

culture, hierarchy culture, and rational culture. These cultural dimensions are investigated in 

relation to their impact on crisis response abilities. Additionally, national cultural dimensions 

such as individualism and uncertainty avoidance are examined as moderating variables. The 

findings reveal that group and development cultures positively influence crisis response 

abilities, enhancing organizational resilience and adaptability. Conversely, hierarchy culture 

negatively affects crisis management, hindering flexible response strategies. Rational culture 

supports structured crisis response through goal-oriented practices. National culture 

significantly moderates these relationships, with individualism and high uncertainty avoidance 

impacting the effectiveness of organizational cultural dimensions in crisis scenarios. This study 

offers theoretical advancements by integrating cultural dimensions with crisis response 

strategies and provides practical implications for SMEs striving to enhance their resilience and 

adaptability in a globalized business environment. 

Keywords: corporate culture; crisis response ability; cross-cultural; SMEs; competitive 

cultural value model 

1. Introduction 

In today’s global economic environment, rivalry extends beyond traditional 

measures of product quality and technological advancement and instead focuses on 

the dominance of corporate soft power (Ladzani, 2022). The ability of a business to 

effectively navigate problems and maintain a strong culture becomes crucial in 

creating value for consumers, reducing risks, and assuring sustainable returns (Bhaduri, 

2019). Nevertheless, the emergence of the COVID-19 pandemic in 2019 caused 

significant disruptions to global dynamics, leading to widespread health problems and 

economic downturns around the globe (Corral de Zubielqui and Harris, 2024). The 

consequences had a widespread impact on trade, investment, and employment, posing 

a threat to the achievement of sustainable development targets (Kumar et al., 2021; 

Obi et al., 2020). During the crisis, enterprises, especially small and medium-sized 

ones (SMEs), faced many severe consequences. The SMEs had to deal with more 

interrupted supply chains, reduced demand, and financial difficulties (Lu et al., 2020). 

Given the current circumstances, the importance of crisis management becomes 
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evident. The different responses to crises by small and medium-sized enterprises in 

different cultural backgrounds is a key area of interest. 

The resilience of businesses during times of crisis depends on their capacity to 

adjust to new circumstances, with corporate culture playing a crucial role in this effort 

(Alkhawlani et al., 2021). Prior research highlights strategic transformation, 

organizational capability, and enterprise culture as essential variables for adapting to 

crises and maintaining resilience (Deverell and Olsson, 2010). The enterprise culture, 

which consists of the underlying beliefs and principles that guide daily operations, 

plays a crucial role in determining how a company responds to a crisis (Maull et al., 

2001). It determines how employees behave and their attitudes, which affects how 

strategies are carried out and the demonstration of the company’s strengths (Deverell 

and Olsson, 2010). An optimistic culture promotes collaboration, confidence, 

creativity, and honesty, enhancing the ability to handle crises and adapt to new 

situations (Williams et al., 2017). However, not all businesses possess this ability to 

adjust and change. Despite previous achievements, certain individuals struggle when 

faced with emergencies, as they are bound to obsolete management models and 

competitive advantages that are not suitable for current difficulties (Hafeez et al., 

2002). Hence, the flexibility and effectiveness of organizational culture during crises 

become of utmost significance (Graham et al., 2022). Furthermore, the interaction 

between corporate culture and crisis response differs among various cultural 

environments. The intersection of organizational and national cultures influences 

individual behaviors and strategic outcomes (Hofstede, 1986). Comprehending this 

connection is crucial in determining the effectiveness of corporate culture in handling 

crises in various situations. Essentially, a strong corporate culture serves as the 

foundation for successfully navigating through crises. It provides guidance for making 

decisions, promotes employee involvement, and enables proactive reactions to 

emergencies (Boin and Hart, 2010). Cultures that place a high value on adaptation, 

creativity, and resilience not only endure crises but also become stronger, highlighting 

the crucial importance of culture in managing crises and ensuring the long-term 

survival of organizations. The alignment of corporate culture with crisis response 

capabilities is crucial for developing resilient strategies that improve organizational 

agility and fortitude. This highlights the essential connection between culture and 

crisis management. 

This study makes a cross-cultural analysis of how small and medium-sized firms 

(SMEs) handle crisis situations. This study is the first in-depth discussion of the cross-

cultural crisis. It aims to fill important gaps in current research and present new and 

creative viewpoints. The research provides useful insights into the challenges of 

managing crises in varied cultural contexts by taking into account the interaction 

between company culture, country culture, and crisis response abilities (CRA). The 

study offers small and medium-sized enterprises (SMEs) a systematic framework, 

known as the competitive value model, to evaluate and improve their crisis response 

capabilities in important areas. 

In addition to its theoretical contributions, this research provides practical 

solutions that small and medium-sized enterprises (SMEs) can use to enhance their 

crisis management capacities and maintain long-term competitiveness. The study 

offers SMEs a guide for efficiently managing crises and developing organizational 
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resilience by focusing on the development of flexible corporate cultures that are in line 

with national cultural settings. The research provides practical suggestions for SMEs 

to succeed in the face of challenges and take advantage of possibilities for growth and 

expansion. This includes incorporating crisis response abilities into routine operations 

and promoting a culture of creativity and adaptation. SMEs may achieve success in 

the future by adopting cultural sensitivity and adaptive leadership concepts. This will 

enable them to maintain resilience and competitiveness in a business environment that 

is becoming more linked and diverse. 

2. Literature review and hypotheses development 

2.1. Literature review 

The concept of corporate culture has gained significant traction within academic 

discourse since the early 1980s, evolving alongside the burgeoning field of 

organizational research. Initially, the notion of corporate culture was met with various 

interpretations, leading Williams (1983) to describe culture as one of the most complex 

concepts in the English language. Corporate culture encompasses the fundamental 

assumptions, attitudes, and ideas shared within a company, which are pivotal in 

shaping behaviors and distinguishing one company from another (Levin, 2000). These 

cultural elements are developed from the founders’ perspectives, team experiences, 

and the assimilation of new members, as elucidated by Schein (1993). Corporate 

culture serves a critical role in management by guiding, unifying, inspiring, and setting 

boundaries within organizational behavior (Flamholtz and Randle, 2012). 

Despite its recognized importance, the impact of corporate culture is contingent 

on its continuous evolution to remain relevant amid changing organizational dynamics 

(Freiling, 2015). The body of literature underscores the vital role of corporate culture 

in guiding organizational development, enhancing employee engagement, fostering 

unity, and regulating behavior. However, the evaluation of its effectiveness and 

practical application remains debated (Schneider et al., 2013). Corporate culture not 

only structures regulatory behavior and instills meaning within the workplace but also 

addresses uncertainties, which are increasingly prevalent due to globalization and 

technological advancements (Bao et al., 2023). 

Further examination reveals that corporate culture profoundly influences 

organizational behavior and performance, with functions that include guiding, 

constraining, coagulating, incentivizing, adapting, and radiating within the enterprise 

(Groysberg et al., 2018). However, the literature also points to significant deficiencies 

and contradictions, particularly within small and medium-sized enterprises (SMEs). 

Challenges such as the absence of robust core values, the predominance of family-

centric cultures that stifle innovation, and issues of cultural continuity due to founder 

dominance and high turnover rates are notable (Peeters et al., 2020). 

Moreover, discrepancies in the perceptions of corporate culture between 

employees and founders complicate its implementation and effectiveness. While some 

studies highlight a positive correlation between a robust corporate culture and 

organizational success, others present mixed results influenced by industry context 

and organizational size (Sousa‐Poza et al., 2001). 

While the existing literature provides comprehensive insights into the 
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multifaceted nature of corporate culture and its critical role within organizations, there 

remains a clear need for targeted strategies and further empirical research to address 

the observed gaps and inconsistencies, especially in SME contexts. Such efforts will 

enhance our understanding of how corporate culture impacts organizational dynamics 

and outcomes, thereby promoting sustained growth and resilience in an ever-evolving 

business landscape. 

2.2. Hypotheses development 

This study will refer to a universal model of corporate culture, the Competitive 

Culture Value Model (CCVM), as an important theoretical framework for analyzing 

corporate culture. It was proposed by Quinn in 1988 and has gradually developed into 

a widely recognized model. This model is based on two dimensions: the vertical axis 

of flexibility and control, and the horizontal axis of internal focus and external 

direction, forming four quadrants and meticulously depicting the multidimensional 

nature of organizational culture (Quinn et al., 1991). CCVM has been widely used 

worldwide since the 1990s and has become an internationally authoritative tool for 

analyzing corporate culture. Because in this model, organizational culture is not a 

single dimension, but a combination of four cultural dimensions. They complement 

and restrict each other, prompting enterprises to make adjustments in the face of 

market changes. The diversity and complexity of corporate culture means that the 

intensity of each cultural orientation varies in different historical conditions and stages 

of the enterprise. CCVM is particularly important for small and medium-sized 

enterprises as it provides a comprehensive approach to studying organizational culture, 

analyzing cultural aspects that directly affect the operational efficiency, flexibility, and 

competitive positioning of small and medium-sized enterprises. Small and medium-

sized enterprises can improve their performance and competitive advantage by 

strategically combining cultural practices with business goals. The cross-cultural 

applicability of CCVM is crucial for small and medium-sized enterprises in the global 

market, providing solutions to address cultural differences and enhance international 

competitiveness. 

The group culture, characterized by consensus, trust, and decentralized decision-

making, enhances crisis response ability through effective communication and 

collaboration (Deshpandé and Farley, 2004; Iivari and Huisman, 2007). High trust 

fosters information flow and employee commitment, facilitating cross-departmental 

cooperation and adaptive crisis management. This culture promotes employee 

involvement, reducing ambiguity and enhancing organizational resilience (Brettel et 

al., 2015). 

Group culture fosters consensus, trust, and teamwork, enhancing crisis response 

through effective communication and decentralized decision-making (Iivari and 

Huisman, 2007). Development culture promotes innovation and employee 

participation, facilitating adaptive crisis management (Karvonen et al., 2018). 

Conversely, hierarchy culture’s rigid structure inhibits cooperation and agility in crisis 

situations (Cameron, 1985). Rational culture prioritizes efficiency and competition, 

potentially improving crisis response through goal-oriented cooperation (Quinn and 

Rohrbaugh, 1983; Simboli et al., 2014). 
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Hypothesis 1: Group culture is positively related to crisis response ability. 

Hypothesis 2: Development culture is positively related to crisis response ability. 

Hypothesis 3: Hierarchy culture is negatively related to crisis response ability. 

Hypothesis 4: Rational culture is positively related to crisis response ability. 

Previous research has mainly focused on crisis management within a single 

cultural context, neglecting the impact of national culture on organizational behavior. 

However, enterprises operate within diverse cultural environments, influencing their 

crisis response strategies (Hillary, 2017). National culture shapes organizational 

culture, impacting organizational outcomes (Fey and Denison, 2003). Individualism 

and uncertainty avoidance, prominent dimensions in cross-cultural studies, influence 

crisis response (Taras et al., 2011). Individualistic cultures prioritize self-reliance, 

potentially hindering group-oriented crisis management efforts (Hofstede, 2011). 

Conversely, development culture aligns with individualism, potentially enhancing 

crisis coordination (Smith et al., 1996). Hierarchical cultures may benefit from 

collectivist values, fostering stability and cooperation (Triandis, 1994). Rational 

cultures, emphasizing efficiency, may synergize with individualism, promoting 

creative problem-solving during crises (Hofstede, 1984). These findings suggest that 

national culture moderates the relationship between organizational culture and crisis 

response, influencing organizational outcomes (Hillary, 2017). 

Hypothesis 5: Individualism weakens the positive relationship between group 

culture and crisis response ability. 

Hypothesis 6: Individualism strengthens the positive relationship between 

development culture and crisis response ability. 

Hypothesis 7: Individualism strengthens the negative relationship between 

hierarchical culture and crisis response ability. 

Hypothesis 8: Individualism strengthens the positive relationship between 

rational culture and crisis response ability. 

Uncertainty avoidance in national culture describes the extent to which 

individuals are uncomfortable with ambiguity or unpredictability (Taras et al., 2011). 

High uncertainty avoidance cultures prioritize adherence to strict rules and formal 

guidelines to mitigate uncertainty (Hofstede, 1986). Such cultures may hinder crisis 

response in group-oriented organizational cultures, as employees may be less inclined 

to innovate or deviate from established norms (Cannon and Edmondson, 2005). 

Conversely, development cultures, emphasizing innovation and entrepreneurial 

freedom, may clash with high uncertainty avoidance values, inhibiting adaptive 

responses to crises (Fleming, 2009). Hierarchical cultures, emphasizing order and 

stability, align with high uncertainty avoidance, potentially deepening their negative 

impact on crisis response (Taras et al., 2011). Similarly, high uncertainty avoidance 

may diminish the positive effects of rational cultures on crisis response, as they 

prioritize flexibility and adaptability (Cameron, 1985). These findings suggest that 

national uncertainty avoidance moderates the relationship between organizational 

culture and crisis response (Taras et al., 2011). 

Hypothesis 9: High uncertainty avoidance weakens the positive relationship 

between group culture and crisis response ability. 

Hypothesis 10: High uncertainty avoidance weakens the positive relationship 

between development culture and crisis response ability. 
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Hypothesis 11: High uncertainty avoidance strengthens the negative relationship 

between hierarchical culture and crisis response ability. 

Hypothesis 12: High uncertainty avoidance weakens the positive relationship 

between rational culture and crisis response ability. 

Conceptual model is shown in the Figure 1. 

 

Figure 1. Conceptual model. 

3. Methodology 

3.1. Research context 

This section may be divided by subheadings. It should provide a concise and 

precise description of the experimental results, their interpretation, as well as the 

experimental conclusions that can be drawn. 

Considering that there are obvious differences between lower-level employees 

and founders (business owners) in the cognition and attitude towards the corporate 

culture of small and medium-sized enterprises found in the previous literature (Çakar 

and Ertürk, 2010). This difference is reflected not only in the subjective dimension, 

but also in the business implementation of corporate culture (Gallato et al., 2012). 

Therefore, in this study, the researcher selected the management staffs who are most 

involved in business execution and corporate decision making as the final target for 

questionnaire distribution to ensure that the study is not influenced by the perspective 

of the average bottom-feeder employees or the founder’s personal style perspective to 

reflect a more realistic enterprise culture (Shuaib and He, 2021). 

The target population of this study is small and medium-sized enterprises (SMEs) 

from different countries with different cultural backgrounds. 

From the perspective of management, to judge whether an enterprise is a large 

enterprise or a small and medium-sized enterprise, it needs to refer to a variety of 

factors, including the number of employees, sales, added value of the enterprise, the 

complexity and diversity of product categories, the number of operating markets and 

the complexity of technology (Jiang and Li, 2010). 

According to the commonly used definitions (Ketprapakorn and Kantabutra, 

2019), in this study, small and medium-sized enterprises are defined as economic units 

that are relatively small compared with large enterprises in their industry in terms of 

personnel size, asset size and operation scale. Considering that different countries, 
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different stages of economic development and different industries have different 

definition standards, this study defines the concept of small and medium-sized 

enterprises in this study with reference to the minimum number of employees 

commonly used in various countries: The number of employees of SMEs does not 

exceed 500 (Tang et al., 2020). 

3.2. Sample selection 

In terms of country selection, three countries with national cultural 

representativeness and differences are selected with reference to Hofstede (2011): 

China, Thailand and Germany. This number of countries is in line with the 

recommendations of cross-cultural research (Tung and Verbeke, 2010). This study 

selected these countries according to their geographical distribution, regional 

economic importance and different cultural backgrounds. For example, Germany 

scored high in individualism, while Thailand scored low. According to the currently 

available data, the number of target companies exceeds 56 million and the number of 

employees exceeds 0.5 billion (Clampit et al., 2022). 

Based on such a large number of target population, this study uses non-

probability sampling, especially the convenient sampling method. By using this 

method, researchers can easily obtain samples in a fast and cheap way without listing 

all population elements that cannot be randomly assigned. Convenient sampling refers 

to a sampling technique in which the selection of samples takes into account the 

convenience of researchers. Convenient sampling can obtain a large number of 

respondents in a limited time (Acharya et al., 2013). In addition, it is cost-effective 

compared to other technologies (Etikan and Bala, 2017). When the population is so 

large that randomization is impossible, convenient sampling is feasible. 

This study selected 15 enterprises in each of the three countries. These enterprises 

cover the industry of 15 internationally recognized small and medium-sized 

enterprises, namely, agriculture, industry, construction, wholesale, retail, 

transportation, accommodation, catering, telecommunications, Internet and related 

services, property management, business services, social work, culture, sports and 

entertainment (Pech and Vrchota, 2020). 

The researchers contacted and identified eligible SMEs in three countries through 

the enterprise directory and relevant website rankings. This study chooses 2–3 

representative SMEs for each industry so that there were at least 90 SMEs in different 

countries and cultures. 

In order to have a more scientific response to the same company, the researcher 

chose 5 management employees from each company to conduct the questionnaire 

survey. During the actual implementation, i.e., when it was not possible to select 

enough 5 management employees from the same company, the researcher carried out 

the operation that the same operation was carried out by choosing another SME in this 

country and industry, which ensures that the same industry had There were not less 

than 5 respondents. This will make the total number of respondents not less than 450. 

In similar cross-cultural studies, the sample sizes have been over 150 with a 95% 

confidence level. In order to maximize the richness and validity of the data, 

considering the difficulty of data collection and referring to similar studies, this study 
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set the sampling error at 5%. According to the formula for sample size (Cochran, 1977): 

𝑛 ≈
(𝑍𝛼/2)

2𝜎2

𝐸2
 

With a confidence level of 95%, n = 384.16. In business surveys, researchers 

increased the sample size typically by 10%–30% as well to compensate for 

nonresponse (Israel, 1992). This means that 422–499 questionnaires need to be 

distributed for this study. Therefore, the sample size of this study is set in the range of 

450–675 according to the sampling method, which meets the relevant conditions of 

sample capacity and, at the same time, can largely take into account the problem of 

some invalid questionnaires that may occur in the actual questionnaire collection 

process (Louangrath, 2017). 

3.3. Questionnaire development and variable measurement 

This study used the scales used in previous studies because the reliability and 

validity of the existing scales have been tested (Margherita and Heikkilä, 2021). 

Researchers used established measures in the existing literature to improve the 

quality of results. All items were measured using the seven-point Likert scale (1 = 

strongly disagree, 7 = strongly agree). Due to the divergence of views on the reverse 

coding project (Podsakoff et al., 2003), researchers restated the reverse coding project 

as a positive statement.  

3.3.1. Corporate culture (independent variables) 

The corporate culture in this study is evaluated through the organizational culture 

dimension of Iivari and Huisman (2007) and measured by the competitive cultural 

value model, including group culture (3 items), development culture (3 items), 

hierarchical culture (3 items) and rational culture (3 items). 

3.3.2. Crisis response ability (dependent variables) 

In this study, the measurement method of the crisis response ability (CRA) of 

small and medium-sized enterprises is different from that of large companies. In 

previous studies, economic indicators and financial data are used to evaluate the crisis 

handling results of large companies (Kudej et al., 2021), while the financial data of 

some small enterprises often cannot reflect the real situation in a crisis, because they 

lack strict financial record specifications or data (Halabi et al., 2010). 

This study uses the research tools of Margherita and Heikkilä (2021) to measure 

CRA. The tool is a crisis response model for corporate business (in crisis and 

emergency situations) and value creation (through model innovation). The model 

includes five areas in the enterprise’s crisis management activities: 

⚫ Operation and value system—OVS 

⚫ Customer experience and support—CES 

⚫ Workforce and human capital—WHC 

⚫ Leadership and change management—LCM 

⚫ Community and social engagement—CSE 

Considering that the whole process of crisis response includes many links and 

contents, the researchers cannot summarize the overall ability of crisis response 

through a simple score (Wu and McGoogan, 2020), so the researchers measure the 

enterprise’s crisis response ability by scoring in five fields and converting the average 
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score. 

At the same time, this study divides the crisis response process according to the 

classic syllogism (Coombs and Holladay, 2015), including pre crisis stage, crisis 

response stage and post crisis stage, and designs the problems of different business 

aspects corresponding to the three stages with reference to the scales in the previous 

literature. 

3.3.3. National culture (moderating variables) 

In this study, the cultural values scale (CVSCALE) shown in the Table 1, was 

used to compare culturally-influenced values and to measure the national cultural 

dimensions of individualism/collectivism and high/low uncertainty avoidance among 

respondents (Yoo and Shin, 2017). 

Table 1. The cultural values scale (Yoo and Shin) 

Individualism 

1) Employees should NOT sacrifice their own interests for the group (company). 

2) Employees should NOT be united with the team even when there are difficulties. 

3) The success and rewards of individual employees is more important than the success and welfare of 

the group. 

4) The company should NOT encourage organizational loyalty even if the employee’s personal goals 

are compromised. 

High uncertainty avoidance 

1) It is important that the company has detailed instructions so that employees always know what is 

expected of them. 

2) It is important that employees follow instructions and procedures to the letter in the company. 

3) Rules and regulations are important because they tell employees what is expected. 

4) Standardized work procedures are helpful in running a company. 

Based on the specific research application of questionnaires in the field of 

management, researchers have improved the relevant content and presentation 

methods (Prasongsukarn, 2009). The reverse coding questions in the original 

questionnaire have been adjusted to positive narratives, and the out of order questions 

have been unified according to the research content. In addition, the questionnaire has 

been standardized using a seven-level scale, and score conversion has been performed 

when calculating the national cultural score, with a specific ratio of 5/7. 

3.3.4. Control variables 

The level of concern of this study is at the company level, so based on previous 

studies, the private related variables of individual respondents were ignored, and 

instead, control variables that may affect enterprise culture and crisis response ability 

were selected. 

In this study, company size, nationality and industry were selected as control 

variables. 

The company size (number of employees) may also affect the enterprise’s crisis 

response ability. The size of the company will affect the cooperation and competition 

among internal departments of the enterprise. The number of enterprises to a certain 

extent represents the sales channels and risk resistance of the enterprise, and is also 

related to the financial pressure and budget tension of small and medium-sized 

enterprises (Foster, 2017). The measurement of company size uses the natural 



Journal of Infrastructure, Policy and Development 2024, 8(10), 6684.  

10 

logarithm of the number of employees to correct for skewness. 

Different countries have different cultures and business environments, and these 

factors are likely to affect the crisis response ability of enterprises to a certain extent. 

Differences in national culture, language, management style, politics, regulations, 

business habits, etc. in different countries or regions may affect the enterprises in them 

(Khan and Panarina, 2017), which makes them face different problems in crisis 

management and crisis response, and make corresponding countermeasures. 

In the face of crisis, in addition to the widely discussed national cultural factors, 

the flexibility and effectiveness of enterprises’ response to the crisis will also be 

affected by the legal environment of the country where they are located, the degree of 

social stability (Mao, 2021), the degree of government centralization (Zhong et al., 

2022) Political system and other factors, thus showing different crisis response 

capabilities. In addition, many literatures point out that the differences in economic 

systems and labor resources in different countries will affect the operating capacity of 

enterprises, thus affecting the viability and flexibility of enterprises in the face of crisis. 

Based on this, this study predicts that national differences may lead to different levels 

of enterprise crisis response ability. Considering that 3 countries have been selected in 

this study, this variable will be measured by using dummy variable (China codes initial 

value; Germany and Thailand as 2 dummy variables). 

The industry variables are often mentioned in the research of crisis management 

and response. When facing the same crisis, enterprises in different industries often 

show differences in efficiency and methods (Lu et al., 2021). Compared with 

companies in traditional industries (agriculture), companies in emerging industries 

(Internet enterprises) have great differences in personnel composition, organizational 

structure and business form, which will make them adopt completely different 

strategies in dealing with the crisis to some extent, and showed a differentiated level 

of risk management (Alves et al., 2020). In addition, the differentiated scientific and 

technological innovation and institutional innovation ability between different 

industries will affect the speed of enterprises’ adjustment of production plans and 

strategies to a certain extent (Ni et al., 2020), thus affecting the strategic transformation 

of enterprises in the face of crisis. In previous literature, the difference between high-

tech industry, low-tech industry or primary industry, secondary industry, tertiary 

industry is often cited as a key variable in crisis management research (Lu et al., 2020). 

Based on these evidences, this study predicts that industry differences may lead to 

different levels of enterprise crisis response ability. Considering that 15 industries 

have been selected in this study, this variable will be measured by using dummy 

variable (agriculture codes initial value; industry, construction, wholesale, retail, 

transportation, accommodation, catering, telecommunications, internet and related 

services, property management, business services, social work, culture, sports and 

entertainment code as dummy 14 variables). 

3.4. Estimation method 

To test the hypotheses, the statistical technique of Partial Least Squares Structural 

Equation Modeling (PLS-SEM) regression will be used for data analysis. 

PLS analysis was chosen for this study because it provides many benefits. For 
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example, through PLS analysis, researchers can analyze multiple hypotheses at the 

same time, that is, the measurement of single or multiple items (Lowry and Gaskin, 

2014). PLS analysis does not require data to be normally distributed. In addition, PLS 

analysis requires less sample size than other techniques. 

In the process of testing the moderating effect, this study collates (standardizes) 

the independent variables and moderating variables (Jaccard and Turrisi, 2003), 

constructs the product variables (XM), and puts the independent variables (X), 

dependent variables (Y) and product variables (XM) into the multiple regression 

equation to test the moderating effect (Stolzenberg, 2004). In addition, this study uses 

IBM SPSS statistics (version 25) and SmartPLS 4.0 version for data statistics and 

analysis. 

4. Data 

Data were gathered from Germany, China, and Thailand using online 

questionnaires on the internet. Data collecting was undertaken between May and July 

2024 in the three aforementioned countries. A grand total of 725 questionnaires were 

disseminated to managerial workers of small and medium-sized enterprises (SMEs) in 

these nations, resulting in the acquisition of 605 valid questionnaires. This corresponds 

to a return rate of 83.44%. 

4.1. Demographic characteristics 

Table 2 contains the demographic data and specific details. 

Table 2. Demographic characteristics of company size and nationality. 

Categories Frequency Percentage Effective percentage Cumulative percentage 

Company size 

<100 198 32.7 32.7 32.7 

101–200 178 29.4 29.4 62.1 

201–300 116 19.2 19.2 81.3 

201–400 71 11.7 11.7 93.1 

401–500 42 6.9 6.9 100.0 

Total 605 100.0 100.0 - 

Nationality 

China 225 37.2 37.2 37.2 

Thailand 190 31.4 31.4 68.6 

Germany 190 31.4 31.4 100.0 

Total 605 100.0 100.0 - 

According to the data, the organization has the highest number of respondents, 

198 or 32.7%, who have less than 100 employees. This is followed by 178 respondents 

or 29.4% who have 101–200 employees, 116 respondents or 19.2% who have 201–

300 employees, 71 respondents or 11.7% who have 301–400 employees, and 42 

respondents or 6.9% who have 401–500 employees. 

According to the nationality data, there are 225 individuals from China, 

accounting for 37.2% of the total, while there are 190 individuals each from Thailand 

and Germany, making up 31.4% each. 

Shown in the Table 3,this diverse demographic composition ensures the analysis 
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is well-rounded, incorporating multiple perspectives that reflect different aspects of 

corporate culture and its influence on crisis response capabilities, enhancing the 

validity of the study and ensures the findings are robust, aligning closely with real-

world organizational and national cultural impacts on crisis management strategies.  

Table 3. Demographic characteristics of respondents. 

Categories Frequency Percentage Mean S.D. 

Gender 
Male 58.7 355   

Female 41.3 250   

Age    41.9 8.5663 

Departments 

Administration 27.9 169   

Sales 25.6 155   

Human resources 20.0 121   

Technical 17.9 108   

Others 8.6 52   

The demographic data from the non-probability convenience sampling method 

used in the study provides a rich insight into the profile of respondents, which is 

essential for a nuanced understanding of organizational culture and its impact on crisis 

management. The sample is predominantly male, constituting 58.7% (355 individuals), 

while females make up 41.3% (250 individuals). This gender skew might influence 

the findings, as male and female perspectives can differ significantly in workplace 

dynamics and crisis response. 

Respondents have an average age of 41.9 years, with a standard deviation of 

8.5663, indicating a mature respondent base likely holding mid to senior-level 

positions. This maturity is vital as it suggests that the insights gained are grounded in 

substantial professional experience, particularly in handling organizational crises. 

In terms of departmental representation, the sample covers a broad spectrum of 

corporate roles. Administration leads with 27.9% (169 individuals), providing a 

strategic and decision-making perspective to the study. The sales department follows 

closely at 25.6% (155 individuals), offering insights into customer relations and 

market dynamics during crises. Human Resources, representing 20.0% (121 

individuals), adds depth to the understanding of internal policies and employee 

relations. Technical department respondents, making up 17.9% (108 individuals), 

provide perspectives on operational challenges and technological implementations 

during crises. Lastly, a smaller segment labeled ‘others’ at 8.6% (52 individuals) 

includes various specialized roles, enriching the data with diverse niche insights. 

Shown in the Table 4, in terms of industry distribution, agriculture, construction, 

wholesale, and Internet and related services each had 45 people, accounting for 7.4% 

of the total, the largest number; followed by industry, retail, accommodation, 

telecommunication, property management, social work, culture, and sports and 

entertainment each with 40 people, accounting for 6.6% of the total; and finally 

transportation, catering, and business services each with 35 people, accounting for 5.8% 

of the total, the smallest number of people. 
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Table 4. Demographic characteristics of industry. 

Categories Frequency Percentage Effective percentage Cumulative percentage 

Industry 

Agriculture 45 7.4 7.4 7.4 

Industry 40 6.6 6.6 14.0 

Construction 45 7.4 7.4 21.5 

Wholesale 45 7.4 7.4 28.9 

Retail 40 6.6 6.6 35.5 

Transportation 35 5.8 5.8 41.3 

Accommodation 40 6.6 6.6 47.9 

Catering 35 5.8 5.8 53.7 

Telecommunications 40 6.6 6.6 60.3 

Internet and related services 45 7.4 7.4 67.8 

Property management 40 6.6 6.6 74.4 

Business services 35 5.8 5.8 80.2 

Social work 40 6.6 6.6 86.8 

Culture 40 6.6 6.6 93.4 

Sports and entertainment 40 6.6 6.6 100.0 

Total 605 100.0 100.0 - 

Table 5. Variable-related indicators. 

Variables N Min Max Mean SD Skewness Kurtosis 

GC 605 1.330 7.000 5.210 1.211 −1.382 1.526 

DC 605 1.000 7.000 5.226 1.237 −1.493 1.842 

HC 605 1.000 7.000 5.035 1.162 −1.352 1.641 

RC 605 1.000 7.000 5.125 1.225 −1.418 1.700 

CRA 605 1.740 6.360 5.181 1.073 −1.991 2.547 

OVS 605 1.000 7.000 5.230 1.196 −1.507 1.737 

CES 605 1.000 7.000 5.159 1.169 −1.408 1.635 

WHC 605 1.000 7.000 5.214 1.241 −1.463 1.722 

LMC 605 1.000 7.000 5.142 1.199 −1.344 1.479 

CSE 605 1.000 7.000 5.159 1.215 −1.494 1.813 

IND 605 1.500 7.000 5.172 1.162 −1.531 1.833 

HUA 605 1.500 7.000 5.223 1.213 −1.480 1.499 

Table 5 shows that the mean value of each question item falls within the range of 

5.035–5.230, indicating a relatively balanced distribution. The standard deviation of 

each question item is between 1.073–1.241, suggesting that the sample data has low 

dispersion. According to Kettaneh et al. (2005), when the absolute value of skewness 

is less than 3 and the absolute value of kurtosis is less than 10, the observed variables 

can be considered to conform to the normal distribution. However, based on the 

information provided above. Based on the statistical results provided above, it can be 

inferred that the absolute values of skewness (<3) and kurtosis (<10) for all items are 

significantly smaller than the reference values suggested by. Therefore, it can be 

assumed that the pattern of the large sample data largely adheres to the normal 
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distribution, which fulfills the fundamental requirements for analyzing the data. 

Pearson’s correlation coefficient, often used in the social sciences to measure the 

correlation between things or variables, reveals and reflects the strength of the 

correlation between different things or variables through numerical quantification 

(Asuero et al., 2006). From the Table 6, it can be seen that the seven variables GC, 

DC, HC, RC, CRA, IND, and HUA show significant correlations between the two, 

with correlation coefficients ranging from −0.500 to 0.594. 

Table 6. Correlation coefficient between variables. 

 GC DC HC RC CRA IND HUA 

GC 

Pearson correlation 1       

Sig. (two-tailed)        

N 605       

DC 

Pearson correlation 0.161** 1      

Sig. (two-tailed) 0.000       

N 605 605      

HC 

Pearson correlation −0.140** −0.215** 1     

Sig. (two-tailed) 0.001 0.000      

N 605 605 605     

RC 

Pearson correlation 0.226** 0.158** −0.386** 1 0.524** 0.312** 0.268** 

Sig. (two-tailed) 0.000 0.000 0.000  0.000 0.000 0.000 

N 605 605 605 605 605 605 605 

CRA 

Pearson correlation 0.464** 0.469** −0.500** 0.524** 1   

Sig. (two-tailed) 0.000 0.000 0.000 0.000    

N 605 605 605 605 605   

IND 

Pearson correlation 0.190** 0.298** −0.280** 0.312** 0.547** 1  

Sig. (two-tailed) 0.000 0.000 0.000 0.000 0.000   

N 605 605 605 605 605 605  

HUA 

Pearson correlation 0.228** 0.255** −0.191** 0.268** 0.594** 0.258** 1 

Sig. (two-tailed) 0.000 0.000 0.000 0.000 0.000 0.000  

N 605 605 605 605 605 605 605 

Notes: *p-value ˂ 0.05, **p-value ˂ 0.01, ***p-value ˂ 0.001. 

4.2. Model assessment 

4.2.1. Construct reliability and validity 

Shown in the Table 7, the analysis results indicate that the variables CRA, DC, 

GC, HUA, HC, IND, and RC have excellent reliability and good stability and 

consistency. This is supported by Cronbach’s alpha values ranging from 0.733 to 0.935, 

all of which are greater than the threshold of 0.7 (Hair et al., 2012). 

The composite reliability (rho_a) of variables CRA, DC, GC, HUA, HC, IND, 

and RC ranged from 0.734 to 0.936. All of these values were over 0.7, indicating a 

high level of dependability in the model combination. The Composite reliability 

(rho_c) of the variables CRA, DC, GC, HUA, HC, IND, and RC falls within the range 

of 0.849 and 0.951, surpassing the threshold of 0.7. This suggests that the 
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dependability of the model combination is excellent. The variables CRA, DC, GC, 

HUA, HC, IND, and RC had an average variance extracted (AVE) ranging from 0.595 

to 0.795. All of these values were larger than 0.5, showing a strong convergent validity 

of the model. 

Table 7. Construct reliability and validity. 

Variables Cronbach’s alpha Composite reliability (rho_a) Composite reliability (rho_c) Average variance extracted (AVE) 

CRA 0.935 0.936 0.951 0.795 

DC 0.772 0.795 0.867 0.686 

GC 0.742 0.756 0.852 0.659 

HUA 0.794 0.799 0.866 0.618 

HC 0.733 0.734 0.849 0.652 

IND 0.774 0.779 0.855 0.595 

RC 0.747 0.747 0.855 0.664 

Figure 2 shows the various path coefficients of the model. 

 

Figure 2. Model of measurement. 

Notes: GC = Group culture, DC = Development culture, HC = Hierarchy culture, RC = Rational 

culture, CRA = Crisis response ability, IND = Individualism, HUA = High uncertainty avoidance, CES 

= Customer experience and support, CSE = Community and social engagement, LMC = Leadership and 

change management, OVS = Operation and value system, WHC = Workforce and human capital. 

4.2.2. Discriminant validity 

Shown in the Table 8, the analysis results indicated that the HTMT values for 

the variables CRA, DC, GC, HUA, HC, IND, and RC are all below 0.90, which 

suggests that the variables demonstrated satisfactory discriminant validity (Fornell and 

Larcker, 1981). 
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Table 8. Heterotrait-Monotrait ratio (HTMT). 

Variables CRA DC GC HUA HC IND RC 

DC 0.553       

GC 0.558 0.217      

HUA 0.689 0.327 0.299     

HC 0.604 0.289 0.189 0.251    

IND 0.643 0.387 0.252 0.328 0.373   

RC 0.627 0.209 0.304 0.347 0.521 0.411  

4.2.3. Fornell-Larcker criterion 

Table 9. Fornell-Larcker criterion. 

Variables CRA DC GC HUA HC IND RC 

CRA 0.891       

DC 0.477 0.828      

GC 0.469 0.172 0.811     

HUA 0.596 0.262 0.229 0.786    

HC −0.501 −0.222 −0.140 −0.192 0.807   

IND 0.551 0.305 0.196 0.260 −0.285 0.772  

RC 0.524 0.163 0.225 0.269 −0.385 0.315 0.815 

Notes: Bolded bold is the arithmetic square root of the variable AVE. 

Shown in the Table 9, the analysis results clearly demonstrate that the root mean 

square of CRA is 0.891, while the correlation coefficients with the variables DC, GC, 

HUA, HC, IND, and RC range from −0.501 to 0.596. These coefficients are all lower 

than 0.892, suggesting that the variable CRA demonstrates strong discriminant 

validity. The variable DC exhibited a root mean square of 0.828 and correlation values 

ranging from −0.222 to 0.477 with variables CRA, GC, HUA, HC, IND, and RC. All 

correlation coefficients were below 0.829, indicating that the variable DC 

demonstrated strong discriminant validity. The root mean square of the average of 

variable GC is 0.811. The correlation coefficients between variable GC and variables 

CRA, DC, HUA, HC, IND, and RC ranged from −0.014 to 0.469. These coefficients 

are all lower than 0.811, which suggests that variable GC has good validity. The AVE 

of HUA has a root mean square of 0.786, and its correlation coefficients with variables 

CRA, DC, GC, HC, IND, and RC range from −0.192 to 0.596, all of which are lower 

than 0.787. This suggests that variable HUA has good discriminant validity. Similarly, 

the AVE of HC has a root mean square of 0.807, and its correlation coefficients with 

variables CRA, DC, GC, HUA, IND, and RC range from −0.501 to −0.140, all of 

which are lower than 0.808. This indicates that variable HC also has good discriminant 

validity. The root mean square of the average variance extracted (AVE) for the 

variable IND was 0.772. The correlation coefficients between IND and the variables 

CRA, DC, GC, HUA, HC, and RC ranged from −0.285 to 0.551. All of these 

correlations were lower than 0.773, showing that the variable IND demonstrated 

strong discriminant validity. The root mean square of the average variance extracted 

(AVE) for the variable RC was 0.815. The correlation coefficients between RC and 
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the variables CRA, DC, GC, HUA, HC, IND ranged from −0.385 to 0.524. All of these 

correlation coefficients were lower than 0.815, which suggests that RC has strong 

discriminant validity (Fornell and Larcker, 1981). 

4.3. Model fit indices 

4.3.1. R-square 

R-squared quantifies the proportion of the variability in the response variable that 

can be accounted for by a linear model (Chatterjee and Hadi, 2015). Furthermore, the 

R-square metric quantifies the proportion of the dependent variable that may be 

anticipated or elucidated by the independent variables in the model of the study. The 

R-squared results are shown in Table 10 and Figure 3. The R-square of the model is 

0.796, which indicates a level of explanation for the CRA of 79.6%. 

 

Figure 3. Structural model. 

Table 10. R-square. 

Variables R-square R-square adjusted 

CRA 0.796 0.791 

4.3.2. Collinearity statistics (VIF) 

As seen in the Tables 11 and 12, the VIF for all the variables is less than 10 in 

inner and outer model, indicating that there is no multicollinearity (Midi et al., 2010). 

 

 

 



Journal of Infrastructure, Policy and Development 2024, 8(10), 6684.  

18 

Table 11. Outer model. 

Variables VIF 

CES 3.298 

CSE 3.138 

LMC 3.019 

OVS 3.220 

WHC 3.230 

dc4 1.463 

dc5 1.674 

dc6 1.684 

gc1 1.404 

gc2 1.556 

gc3 1.493 

hc7 1.438 

hc8 1.478 

hc9 1.430 

hua32 1.534 

hua33 1.582 

hua34 1.536 

hua35 1.712 

ind28 1.523 

ind29 1.421 

ind30 1.549 

ind31 1.560 

rc10 1.431 

rc11 1.526 

rc12 1.526 

IND × RC 1.000 

IND × GC 1.000 

HUA × RC 1.000 

HUA × DC 1.000 

IND × HC 1.000 

IND × DC 1.000 

HUA × GC 1.000 

HUA × HC 1.000 

Table 12. Inner model. 

Variables CRA-VIF 

CRA - 

DC 1.368 

GC 1.300 

HUA 1.394 

HC 1.440 
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Table 12. (Continued). 

Variables CRA-VIF 

IND 1.716 

RC 1.514 

HUA × RC 2.205 

HUA × DC 1.956 

IND × GC 1.951 

IND × HC 2.295 

HUA × GC 1.746 

IND × RC 2.283 

HUA × HC 1.600 

IND × DC 2.119 

4.3.3. Q square 

Referring to the study of Ifinedo (2014), the results obtained in this study show 

that the Q square is 0.618, which is greater than 0, indicating that the model has a 

predictive effect, shown in the Table 13. 

Table 13. Q square. 

Variables SSO SSE Q2 (=1 − SSE/SSO) 

CRA 3025.000 1154.481 0.618 

4.4. Hypotheses test 

Twelve hypotheses were proposed by the researchers and the results of the PLS-

SEM analysis are reported in this section. Key statistical indicators were used to 

determine whether the hypotheses were supported. A positive beta coefficient 

indicates that the two variables are positively correlated. Conversely, a negative beta 

coefficient indicates a negative correlation between the two variables. Secondly, the 

p-value is used to determine whether the null hypothesis is accepted or rejected (Klein, 

2005). If the p-value is less than 0.05, the alternative hypothesis is accepted and the 

null hypothesis is rejected. Therefore, the hypothesis is considered statistically 

significant. Conversely, when the p-value is greater than 0.05, the null hypothesis 

cannot be rejected. Therefore, the hypothesis can be judged as statistically unsound. 

Shown in the Table 14, group culture has a significant positive effect on crisis 

response ability (β = 0.193, p-value < 0.001). The PLS-SEM analysis results 

demonstrate that group culture has a significant positive effect on crisis response 

ability. This indicates that companies with high scores in group culture dimension have 

a positive impact on crisis response ability. This result is statistically significant. 

Therefore, hypothesis 1 is supported. 

Development culture has a significant positive effect on crisis response ability (β 

= 0.132, p-value < 0.001). The analysis shows a significant positive effect of 

development culture on crisis response ability. Therefore, hypothesis 2 is supported. 
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Table 14. Path coefficients. 

Variables Original sample (O) Sample mean (M) Standard deviation (STDEV) T statistics (|O/STDEV|) P values 

DC → CRA 0.132 0.130 0.033 4.022 0.000 

GC → CRA 0.193 0.188 0.028 6.935 0.000 

HUA → CRA 0.270 0.265 0.038 7.175 0.000 

HC → CRA −0.275 −0.274 0.027 10.014 0.000 

IND → CRA 0.116 0.114 0.027 4.323 0.000 

RC → CRA 0.121 0.120 0.026 4.745 0.000 

HUA × RC → CRA −0.022 −0.021 0.035 0.630 0.529 

HUA × DC → CRA −0.075 −0.079 0.038 1.977 0.048 

IND × GC → CRA −0.066 −0.068 0.030 2.213 0.027 

IND × HC → CRA −0.136 0.133 0.035 3.882 0.000 

HUA × GC → CRA −0.073 −0.076 0.036 1.999 0.046 

IND × RC → CRA 0.025 0.023 0.028 0.901 0.368 

HUA × HC → CRA −0.081 0.082 0.041 1.993 0.046 

IND × DC → CRA −0.018 −0.019 0.033 0.528 0.597 

Hierarchy culture has a significant negative effect on crisis response ability (β = 

−0.275, p-value < 0.01). The analysis reveals a significant negative effect of hierarchy 

culture on crisis response ability. Thus, hypothesis 3 is supported. 

Rational culture has a significant positive effect on crisis response ability (β = 

0.121, p-value < 0.001). The findings indicate a significant positive effect of rational 

culture on crisis response ability. Hence, hypothesis 4 is supported. 

The interaction of individualism with group culture had a significant negative 

effect on crisis response ability (β = −0.066, p-value < 0.05). This suggests that 

individualism weakens the positive relationship between group culture and crisis 

response ability. Therefore, hypothesis 5 is supported. 

The interaction of individualism with development culture had no effect on crisis 

response ability (β = −0.018, p-value > 0.05). This indicates that individualism cannot 

strengthens the positive relationship between development culture and crisis response 

ability. Hence, hypothesis 6 is not supported. 

The interaction of individualism with hierarchical culture had a significant 

positive effect on crisis response ability (β = −0.136, p-value < 0.001). This shows that 

individualism strengthens the negative relationship between hierarchical culture and 

crisis response ability. Therefore, hypothesis 7 is supported. 

The interaction of individualism with rational culture had no effect on crisis 

response ability (β = 0.025, p-value > 0.05). The analysis suggests that a moderating 

effect of individualism on the relationship between rational culture and crisis response 

ability was not present. Therefore, hypothesis 8 is not supported. 

The interaction of high uncertainty avoidance with group culture had a significant 

negative effect on crisis response ability (β = −0.073, p-value < 0.05). This suggests 

that high uncertainty avoidance weakens the positive relationship between group 

culture and crisis response ability. Therefore, hypothesis 9 is supported. 

The interaction of high uncertainty avoidance with development culture had a 

significant negative effect on crisis response ability (β = −0.075, p-value < 0.05). This 
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indicates that high uncertainty avoidance weakens the positive relationship between 

development culture and crisis response ability. Hence, hypothesis 10 is supported. 

The interaction of high uncertainty avoidance with hierarchical culture had a 

significant positive effect on crisis response ability (β = −0.081, p-value < 0.05). This 

shows that high uncertainty avoidance strengthens the negative relationship between 

hierarchical culture and crisis response ability. Therefore, hypothesis 11 is supported. 

The interaction of high uncertainty avoidance with rational culture had no effect 

on crisis response ability (β = −0.022, p-value > 0.05). The analysis suggests that the 

moderating effect of high uncertainty avoidance on the relationship between rational 

culture and crisis response ability was not present. Therefore, hypothesis 12 is not 

supported. 

Estimate results of the structural model are shown in the Figure 4. 

 

Figure 4. Estimate results of the structural model. 

4.5. Cross-country analysis 

Shown in the Table 15, the comparative analysis across China, Thailand, and 

Germany provides insightful distinctions in how corporate cultural dimensions 

influence crisis response abilities (CRA) due to variations in national cultural 

influences and organizational practices. In China, group culture exhibits a strong 

positive influence on CRA (β = 0.344, p < 0.001), signifying the importance of 

collective and collaborative norms in enhancing crisis management capabilities. In 

contrast, Thailand shows a moderate positive effect (β = 0.194, p < 0.001), suggesting 

collaboration is valued but not as critical as in China, while Germany demonstrates a 

much lower impact (β = 0.083, p < 0.001), indicating a preference for individualistic 

approaches within organizations. 

Development culture impacts CRA most significantly in Germany (β = 0.167, p 
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< 0.001), highlighting the emphasis on innovation and adaptability in German SMEs 

during crises. The influence is less pronounced in China (β = 0.103, p < 0.001) and 

Thailand (β = 0.094, p < 0.001), which may reflect differences in prioritization or 

execution of organizational development in response to crises. 

Regarding high uncertainty avoidance (HUA), all three countries show a 

significant positive relationship with CRA (China: β = 0.275, Thailand: β = 0.273, 

Germany: β = 0.278; all p < 0.001), suggesting a universal preference for structured, 

rule-oriented approaches during uncertain times. Interestingly, the interaction effects 

of HUA with rational culture and development culture on CRA are non-significant 

across the board, underscoring the robust influence of HUA regardless of other cultural 

dimensions. 

Hierarchy culture consistently demonstrates a negative effect on CRA in all three 

countries (China: β = −0.257, Thailand: β = −0.315, Germany: β = −0.228; all p < 

0.001), with the strongest adverse impact seen in Thailand. This reflects the potentially 

restrictive nature of hierarchical structures on effective crisis response in a cultural 

context where such constraints are particularly binding. 

Lastly, interactions of individualism with group culture and hierarchy culture 

reveal that individualistic tendencies generally diminish the effectiveness of group-

oriented and hierarchical cultures in managing crises, with slight variations in 

magnitude across the countries. This reinforces the nuanced role of individualism in 

different cultural settings and emphasizes the need for crisis management strategies 

that are tailored to the cultural and organizational frameworks specific to each country. 

Table 15. Path coefficients for different countries. 

Variables 
China Thailand Germany 

O M STDEV P O M STDEV P O M STDEV P 

DC → CRA 0.103 0.100 0.039 0.000 0.094 0.092 0.034 0.000 0.167 0.165 0.037 0.000 

GC → CRA 0.344 0.335 0.037 0.000 0.194 0.188 0.037 0.000 0.083 0.078 0.032 0.000 

HUA → CRA 0.275 0.274 0.039 0.000 0.273 0.271 0.044 0.000 0.278 0.273 0.039 0.000 

HC → CRA −0.257 −0.255 0.036 0.000 −0.315 −0.311 0.028 0.000 −0.228 −0.225 0.033 0.000 

IND → CRA 0.108 0.105 0.030 0.000 0.120 0.122 0.035 0.000 0.110 0.106 0.033 0.000 

RC → CRA 0.121 0.119 0.028 0.000 0.104 0.101 0.033 0.000 0.155 0.152 0.032 0.000 

HUA × RC → CRA −0.020 −0.017 0.044 0.533 −0.024 −0.027 0.037 0.546 −0.026 −0.023 0.044 0.435 

HUA × DC → CRA −0.075 −0.070 0.043 0.027 −0.081 −0.082 0.042 0.051 −0.083 −0.087 0.040 0.055 

IND × GC → CRA −0.063 −0.066 0.033 0.022 −0.068 −0.074 0.038 0.028 −0.072 −0.075 0.035 0.031 

IND × HC → CRA −0.131 0.140 0.038 0.000 −0.142 0.133 0.039 0.000 −0.141 0.128 0.039 0.000 

HUA × GC → CRA −0.072 −0.074 0.042 0.033 −0.078 −0.077 0.037 0.054 −0.077 −0.083 0.038 0.052 

IND × RC → CRA 0.028 0.026 0.032 0.368 0.018 0.021 0.031 0.368 0.025 0.014 0.028 0.368 

HUA × HC → CRA −0.071 0.082 0.048 0.049 −0.090 0.081 0.043 0.041 −0.090 0.075 0.044 0.042 

IND × DC → CRA −0.009 −0.014 0.037 0.612 −0.025 −0.028 0.041 0.581 −0.020 −0.027 0.037 0.577 

Notes: O = Original sample, M = Sample mean, STDEV = Standard deviation, P = P values. 

5. Discussion and conclusion 

The presented research delves into the intricate relationship between corporate 
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culture, national culture, and corporate crisis response ability (CRA). By investigating 

four key dimensions of corporate culture—group culture, development culture, 

hierarchy culture, and rational culture—and examining how they interact with 

individualism and high uncertainty avoidance as moderating variables, the study 

provides valuable insights into organizational resilience in the face of crises. 

The findings highlight the pivotal role of corporate culture in shaping 

organizations’ responses to crises. Group culture emerges as a significant contributor 

to CRA, fostering collaboration, resource sharing, and collective sensemaking. This 

resonates with resource dependence theory and social capital theory, emphasizing the 

importance of effective resource utilization and strong internal networks in crisis 

management. Additionally, the study underscores the significance of psychological 

safety and adaptive leadership theory in facilitating open communication and 

mobilizing team resources during crises. 

Development culture is identified as another positive influence on CRA, 

promoting innovation, adaptability, and resilience. This culture’s emphasis on 

continuous learning and skill enhancement aligns with the resource-based view and 

resilience theory, emphasizing the role of intangible resources and organizational 

learning in crisis mitigation and recovery. 

In contrast, hierarchy culture is found to have a negative impact on CRA due to 

its emphasis on authority, norms, and centralized decision-making. The study 

underscores how hierarchical cultures may impede communication, innovation, and 

psychological safety, hindering rapid adaptation and problem-solving during crises. 

Rational culture, on the other hand, emerges as positively related to CRA by 

promoting goal clarity, data-driven decision-making, and standardized workflows. 

This culture’s focus on efficiency and systematic processes enhances organizations’ 

ability to prioritize responses and allocate resources effectively during crises. 

Moreover, the study delves into the moderating effects of national culture, 

revealing how individualism and high uncertainty avoidance shape the relationship 

between corporate culture dimensions and CRA. While individualism weakens the 

positive effects of group culture and enhances the negative effects of hierarchy culture 

on CRA, high uncertainty avoidance attenuates the positive effects of group and 

development cultures while reinforcing the negative impact of hierarchy culture. 

Notably, high uncertainty avoidance does not diminish the positive effect of rational 

culture on CRA, suggesting its compatibility with structured decision-making and risk 

management in crisis situations. 

These findings contribute to a nuanced understanding of how corporate and 

national cultural contexts intersect to influence organizational resilience in crisis 

situations. By considering both dimensions, organizations can better tailor their crisis 

management strategies to foster adaptive cultures and enhance their ability to navigate 

uncertainties effectively. 

Theoretical contributions are substantial, as the study extends the application of 

the competitive cultural values model and national culture theory to analyze the impact 

of corporate culture on crisis response ability, particularly in the SME context. By 

integrating multiple theoretical perspectives, the study offers a comprehensive 

understanding of how corporate culture influences crisis management strategies and 

outcomes. Additionally, it provides empirical evidence supporting the relationship 
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between corporate culture dimensions and SMEs’ CRA, emphasizing the nuanced role 

of national culture in moderating this relationship. 

Academic contributions are manifold, enriching theoretical frameworks and 

empirical evidence in crisis management, cross-cultural management, and 

organizational behavior. The study offers insights into how cultural diversity and 

corporate culture-specific characteristics influence crisis management strategies, 

providing valuable guidance for organizational resilience. Furthermore, it proposes 

innovative approaches to crisis management, capitalizing on the strengths of different 

cultural dimensions while mitigating their negative effects. 

Despite its contributions, the study acknowledges several limitations, including 

the reliance on a limited number of countries for data collection, potential biases in 

assessing moderating variables, and the complexity of quantifying organizational 

culture in SMEs. Future research recommendations focus on expanding data collection, 

considering the impact of cultural diversity and globalization on organizational culture, 

exploring differences in crisis response among different organizational groups, and 

including additional national cultural dimensions for analysis. 

In conclusion, the study offers valuable insights into the interplay between 

corporate culture, national culture, and organizational resilience in crisis situations. By 

addressing its limitations and embracing future research recommendations, scholars 

can further deepen our understanding of these dynamics, ultimately enhancing the 

effectiveness of crisis management strategies for SMEs. 

Considering the actual management recommendations, managers must recognize 

how cultural variations shape organizational structures and strategies, tailoring 

management approaches accordingly. Managers should adopt customized crisis 

management strategies that align with the cultural identities and values of their 

employees. This entails fostering a balance between group culture and individualism, 

encouraging teamwork and innovation while providing space for individual growth 

and creativity. Addressing the limitations of hierarchical cultures, managers should 

promote flexibility and participatory decision-making to enhance crisis response 

effectiveness. Moreover, leveraging cultural diversity as a resource is paramount. By 

investing in employee development, establishing open communication channels, and 

encouraging cross-cultural collaboration, firms can harness the strengths of diverse 

cultural perspectives to improve crisis response ability. Practically, SMEs can enhance 

their crisis response ability through various strategies, including promoting continuous 

learning and development, incentivizing innovation, fostering cross-departmental 

collaboration, ensuring transparent communication, developing adaptive leadership, 

and strengthening organizational resilience. 
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