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Abstract: The usage of cybersecurity is growing steadily because it is beneficial to us. When 

people use cybersecurity, they can easily protect their valuable data. Today, everyone is 

connected through the internet. It’s much easier for a thief to connect important data through 

cyber-attacks. Everyone needs cybersecurity to protect their precious personal data and 

sustainable infrastructure development in data science. However, systems protecting our data 

using the existing cybersecurity systems is difficult. There are different types of cybersecurity 

threats. It can be phishing, malware, ransomware, and so on. To prevent these attacks, people 

need advanced cybersecurity systems. Many software helps to prevent cyber-attacks. However, 

these are not able to early detect suspicious internet threat exchanges. This research used 

machine learning models in cybersecurity to enhance threat detection. Reducing cyberattacks 

internet and enhancing data protection; this system makes it possible to browse anywhere 

through the internet securely. The Kaggle dataset was collected to build technology to detect 

untrustworthy online threat exchanges early. To obtain better results and accuracy, a few pre-

processing approaches were applied. Feature engineering is applied to the dataset to improve 

the quality of data. Ultimately, the random forest, gradient boosting, XGBoost, and Light GBM 

were used to achieve our goal. Random forest obtained 96% accuracy, which is the best and 

helpful to get a good outcome for the social development in the cybersecurity system. 

Keywords: cybersecurity; social development; random forest; gradient boosting; XGBoost; 

machine learning 

1. Introduction 

People are interested in working online through the internet. They are using the 

internet for different prospects. Some it for their office work, and some for their 

enjoyment. Emerging Internet electronic goods are distinguished by enough 

computation to accomplish the purpose in a tiny, frequently portable form factor, in 

contrast to PCs, which over the past 20 years have been characterized by ever-

increasing calculation capabilities (Buss, 2002). Similarly, the cyber-attacks are 

increasing day by day. A lot of people use different websites and unauthorized 

software daily. It’s likely that everyone visiting some websites or using some software 

that can give access to one’s personal or valuable data to a thief. However, sources of 

systemic risk include viruses, hackers, and software authorized software usage. Many 

businesses that are in the same situation (Chowdhury and Arefeen, 2011). In the 

meantime, hackers or thieves are advantage of this to collect important company data. 

They can use different techniques to take advantage. Phishing, SQL injection, viruses, 
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XSS, ransomware, worms, malware, and DDoS attacks are the most frequent dangers 

to web security (Fortinet, 2024). Many technologies have been invented to detect 

unauthorized web links. Phishing URL detection is common. A technology built using 

machine learning with wrapper feature selection to detect phishing website URLs 

(Swathi et al., 2023). It worked well compared to other existing models. But some 

improvements are needed to enhance the detection ability. During the coronavirus 

pandemic, Malevolent assailants have viewed this as a chance to carry out assaults to 

further their nefarious objectives and earn money. Ransomware attacks compromise 

healthcare systems and jeopardizing resources, including patient data confidentiality 

and integrity. Phishing assaults are exploiting people with content relating to COVID-

19 (Khan et al., 2023). According to the majority of reports, since the pandemic’s 

beginning, there has been a great increase in fraud and malware attacks (Gallagher and 

Brandt, 2020). Unauthorized websites and software are available everywhere. People 

are not able to identify the authored website and software. Many authorized software 

companies provide protected and safe software. It is very easy to identify the safe 

software. Everyone trusts many companies like Google, Microsoft, Apple, and so on. 

It is very difficult to locate safe and protected websites if we come to websites. Hackers 

may be able to access the network through a website that has security flaws and 

vulnerabilities. Many of the techniques don’t require any prior hacking knowledge. 

These methods can be used with minimal understanding of these attacks (Johora et al., 

2024; Kamruzzaman et al., 2024; Linkon et al., 2024). If a website has any susceptible 

code, any user can carry out these attacks (Jamil et al., 2018). It is essential to identify 

a safe website. Some methods will help detect authorized websites. Over the decades, 

numerous effective solutions have been implemented to combat phishing attacks. Still, 

no one approach fits all situations, as attack strategies are ever-evolving (Tang and 

Mahmoud, 2021). So, it is tough to identify whether it is safe or unsafe. That’s why it 

is crucial to have a system that can detect with a high accuracy rate whether the website 

is protected. 

Public safety, as well as economic and national security, are threatened by 

cybercrime. The Federal Bureau of Investigation (FBI) is the primary federal 

organization investigating cyberattacks and intrusions (Federal Bureau of 

Investigation, 2023). As a result, the number of cyberattacks in the USA is increasing 

daily. Cyberattacks can be avoided if early detection is possible before accessing a 

website. But, without robust automated technologies, identifying unauthorized 

websites is difficult. An artificial neural network that performs well on complex tasks 

must be carefully constructed by carefully selecting and extracting features (Akter et 

al., 2024; Bhuyan et al., 2024; Biswas et al., 2024). It might be able to quickly identify 

any unauthorized website by using machine learning algorithms. Early cyberattack 

detection is essential for lowering hacking. With machine learning models and 

historical cybersecurity data, the system becomes more accurate (Habibur Rahman 

Sobuz et al., 2024; Hossain et al., 2024; Mohammad et al., 2024; Nilima et al., 2024; 

Sobuz, Al, et al., 2024). This is the reason this method has evolved to detect these 

kinds of hacking at an early stage with speed. This paper introduces a system using 

machine learning with a high accuracy rate that can detect unsafe website links as fast 

as possible. A unique feature extraction was added to the dataset to enhance the quality 

of data. A few models with various algorithms were utilized to increase accuracy. 
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2. Literature survey 

The frequency of cyberattacks is rising daily. Many people use unapproved 

software and other websites basis daily. Everyone using software or accessing certain 

websites probably has access to personal information that a thief could steal. The safe 

website must be identified immediately. A few techniques will be available to assist 

in identifying the approved website. It might be challenging to determine whether 

something is safe, though, at times. Therefore, having a system that can determine 

whether a website is protected is vital. Identifying hazardous websites is expensive 

and time-consuming since specialized methods and tools are required (Görgün, 2022; 

Johora et al., 2021; Manik, 2022). To lessen this issue, more training and experience 

are also required. This is why machine learning has been used recently to investigate 

automatic unprotected website detection. In the following lines, some current research 

on the automatic detection of cyberattacks is discussed. 

Shetty et al. (2023) developed a technique for detecting malicious URLs through 

machine learning. The 651,191 URLs in the dataset were gathered via Kaggle. The 

four different categories of URLs in the dataset. Before any models were utilized, data 

preprocessing was carried out, including data reduction, transformation, cleansing, and 

feature engineering. They also separated the dataset into test and train sets. They have 

run the dataset through three different models to improve the results. The author used 

XGBoost, LightGBM, and random forest to get the best accuracy. The random forest 

fared well in terms of F1 score for each class. Meanwhile, LightGBM achieved the 

highest F-1 score for the single innocuous class. 

An ensemble machine learning phishing attack detection system was developed 

by Innab et al. (2024). Two phishing datasets were used. There are 11,055 occurrences 

with 32 features in the first dataset. Ten thousand examples with fifty features make 

up the second dataset. There are two groups in both datasets: legitimate and phishing. 

Before any models were utilized, the data underwent preprocessing, which included 

cleaning, normalization, transformation, and reduction. They also separated the dataset 

into test and train sets. They separately applied seven models to each of the two 

datasets to improve the results. With 97% accuracy in the first dataset, the XGB did 

well. However, all models improved to about 100% accuracy. 

A contemporary machine-learning phishing assault detection method was 

developed by Mosa et al. (2023). The Kaggle dataset, which has over 11,000 URLs 

with 30 characteristics, was gathered. Before any models were utilized, data 

preprocessing was carried out, including cleaning, feature extraction, transformation, 

and reduction. They also separated the dataset into test and train sets. The author used 

NB, NN, and AdaBoost to achieve the best accuracy possible. With an accuracy of 

95.43%, AdaBoost achieved the highest accuracy. 

Mahdi Bahaghighat et al. developed a machine-learning approach for phishing 

assault identification that is very accurate (Bahaghighat et al., 2023). The Phishing 

Websites Dataset was collected and consists of 88,647 URLs with 111 characteristics. 

There was an unbalanced ratio between phishing and non-phishing. Data 

preprocessing, including feature selection, Synthetic Minority Oversampling-Edited 

Nearest Neighbor (SMOTE-ENN), and constant features reduction, was done before 

any models were used. Additionally, they divided the dataset into train and test sets. 
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The author employed random forest, support vector machine (SVM), XGBoost, k-

nearest neighbors (KNN), Naive Bayes, and logistic regression to achieve the highest 

accuracy (Mottakin et al., 2024; Sobuz, Aditto, et al., 2024; Sobuz, Jabin, et al., 2024). 

The maximum accuracy was reached by XGBoost, with a score of 99.22%. 

Using machine learning, Shahriar et al. (2020) created a case-based cybersecurity 

detection system to stop fraud. A Kaggle dataset was utilized in this experiment. The 

train and test sets of the dataset were separated. Data preprocessing, which included 

data cleaning, integration, transformation, and reduction, was done before any models 

were used. Docker operates over the entire system. The author reduced the unbalanced 

data using a variety of strategies. The author employed logistic regression to get the 

maximum accuracy possible. Last but not least, logistic regression offers a maximum 

accuracy of 99%. 

A machine learning-based classification technique for malware family 

classification was presented by Chen et al. (2020). In this paper, the authors proposed 

a method for detecting malware family classification based on autonomous machine 

learning. The authors used the dataset they collected from Kaggle (Microsoft Malware 

Classification Challenge) to ascertain the outcomes. Preprocessing was done on the 

data before it was posted to the system. However, the researchers used SVM with 

adaptive load balancing algorithm (ALBL) to build this system. Finally, the scientists 

found that the SVM with ALBL had better outcomes compared to SVM. 

Hassan et al. (2019) developed a technique for identifying network intrusion 

using machine learning in an effort to enhance availability. This experiment used a 

publicly available dataset named ES. ES is a NoSQL database. There is no missing 

value in this dataset. Prior to using any models, the data was preprocessed. The author 

employed various methodologies for tasks such as data mining and cleaning. For the 

best accuracy, the author used unsupervised learning for intrusion detection. ELK 

stack was used in the unsupervised learning to increase the outcome ability. 

Aksu and Aydin (2018) created a machine learning and deep learning-based port 

scan attempts detection system. A CICIDS2017 dataset from the Canadian Institute 

with 286,467 records and 85 features was used in this experiment. Data preprocessing, 

including data cleaning, integration, transformation, and reduction, was done before 

any models were used. The author lessened the unbalanced data by using resampling 

procedures. Additionally, they divided the dataset into train and test sets and applied 

binary classification to the desired feature. The training set was split into two IDS 

models. One was for SVM, and the other one was for deep learning. The author 

employed logistic regression, SVM, and deep learning to achieve maximum accuracy. 

The lowest accuracy of 69% was attained with SVM. Last but not least, deep learning 

offers a maximum accuracy of 97% (Datta, Sarkar, et al., 2024; Habibur Rahman 

Sobuz et al., 2024; Hasan et al., 2023). 

Z. S. Lee et al. (2020) introduced a machine learning-based classification method 

for anomalies in a rail supervisory control and data acquisition (SCADA) detection. 

The authors of this research presented an autonomous machine learning-based 

approach for detecting anomalies in a rail SCADA. To determine the results, the 

authors used the network traffic data dataset gathered from a legal source. The dataset 

underwent different methods to eliminate oversampling. The data underwent 

preprocessing before being uploaded to the system. However, the researchers built the 
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system using KNN, LinearSVC, Random Forest, and Gaussian Bayes. Ultimately, the 

researchers discovered that the KNN classifier outperformed the others with an 

accuracy of 100% (Mehedi et al., 2024). 

Zhao et al. (2020) introduced a classification technique based on machine 

learning for Transmission Control Protocol (TCP) security action detection. The 

researchers in this study proposed an autonomous machine learning-based method for 

identifying TCP security action. The authors used the dataset they had collected from 

UCI to ascertain the outcomes. The dataset was processed using a hybrid technique to 

remove both oversampling and undersampling. Before being submitted to the system, 

the data was preprocessed. The researchers built the system using a neural network, 

SVM, AdaBoost, and logistic regression. Finally, with an accuracy of 98%, the 

researchers found that the AdaBoost performed better than the others. 

Lee et al. (2020) introduced a machine learning-based classification method for 

encrypted malware traffic detection. The authors determined the results using the 

dataset they had gathered from a legal source, which had 31 flow features. To balance 

the dataset, different techniques were applied. Preprocessing was done before 

uploading the data to the system. However, the researchers employed SVM with 

Stochastic Gradient Descent (SGD), Passive Aggressive, and Gaussian Naive Bayes 

to construct this system. Ultimately, the researchers discovered that the SVM with 

SGD had done well and had a higher accuracy of 94% (Datta, Islam, et al., 2024; M. 

M. H. Khan et al., 2023; Sobuz, Joy, et al., 2024). 

This work will aid in preventing cyberattacks by detecting dangerous website 

URLs through the use of machine-learning techniques. From the Kaggle dataset, 

651,191 URLs in total were extracted. Five distinct sources provided the information 

for this dataset. Feature selection yields the important features. Unnecessary features 

were eliminated. In order to train our models, we used extensive data preprocessing, 

data cleaning, and well-known classifiers. The dataset was trained using random forest, 

gradient boosting, XGBoost, and Light GBM, which simplified the process of 

obtaining results of a high caliber. We used several preparation techniques to ensure 

that our dataset was noise-free. In summary, the accuracy of the random forest model 

outperformed the other models. 

In this work, dangerous website URLs detection is achieved by machine learning. 

The following are some noteworthy contributions made by this work: 

⚫ A significant contribution of this study is the application of pre-processing 

techniques to the collected data, which consists of 651,191 URLs. 

⚫ Random forest, gradient boosting, XGBoost, and Light Gradient Boosting 

Machine (GBM) were used to identify the best outcomes and applied to the 

dataset to categorize dangerous website URL detection. 

⚫ The use of random forest, gradient boosting, XGBoost, and Light GBM machine 

learning to gain a good result makes this work different from others. Language 

models were implemented to create an automated dangerous website URL 

detection that utilizes the Kaggle dataset to decrease cyber-attacks, which is what 

makes this unique research compared to others. 
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3. Proposed methodology 

Our main goal is to create a system to detect unsafe URLs to extend 

cybersecurity. At first, the dataset should be polished and prepared for machine 

learning models. After that, we can get the best outcome using different approaches 

and machine learning models. Machine learning models, preprocessing, datasets, and 

other topics have all been briefly covered in this section. 

3.1. Dataset 

The dataset was collected using Kaggle, consisting of 651,191 URLs (Siddhartha, 

2024). Five distinct sources provided the information for this dataset. Two columns 

make up this dataset: one is for URLs, and the other is for URL kinds. The dataset 

could not provide many important details due to significant confidentiality constraints. 

The number of safe URLs is around 428,103, phishing links are 94,111, defacement 

URLs are 96,457, and malware URLs are 32,520. This dataset offers four different 

kinds of URLs. Figure 1 is a picture of a sample of the dataset. 

 

Figure 1. Sample dataset. 

3.2. Pre-processing 

Data preparation is the process of producing unprocessed data for machine 

learning algorithms. This is the first step in building a machine-learning model. The 

modifications we apply to our dataset before submitting it to the software are called 

“pre-processing.” Data preparation is one way to convert the unprocessed data into an 

error-free data set. In this work, many pre-processing methods have been used. 

EDA (exploratory data analysis): In data analysis, it is significant. When data 

is visualized using EDA, choosing the right processing method for a raw dataset 

becomes noise-free and easier. The “type” target feature was examined. This column 

has four different kinds of URLs. The details of this ‘type’ column have been 

discovered following the distribution of URLs for each category. 32,520 are harmful 

URLs, 94,111 are phishing URLs, 96,457 are defacement URLs, and 428,103 are safe 
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URLs. There were 651,191 total URLs in the dataset. 65.7% are safe URLs, and 34.3% 

of URLs are unsafe. Figure 2 shows the distribution of URLs for each category. 

 

Figure 2. Class feature visualization. 

Url_len column added to the dataset, where the length of each URL is stored. The 

defacement URLs are long compared to others. Safe and malware links are similar. 

The phishing URLs are short. Figure 3 represents the URL length per category. 

 

Figure 3. Means of URLs length per categories. 

Label Encoding: In order for machine learning models—which can only accept 

numerical data—to fit categorical columns, a technique known as label encoding is 

employed to transform them into numerical ones. In a machine-learning project, it is 

a crucial pre-processing phase (Chugh, 2018). It is similar to binary classification. 

Maximum reviewed works (Aksu and Aydin, 2018; Bahaghighat et al., 2023; Innab et 

al., 2024; Mosa et al., 2023; Shetty et al., 2023) used binary classification. Their 

dataset contains two types of data. But our dataset contained 4 types. That’s why we 

used label encoding. This work applied label encoding on the ‘type’ column. After 

label encoding, 0 is for safe links, 1 is for defacement, 2 is for malware, and 3 is for 

phishing. Table 1 represents the picture after applying label encoding. 
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Table 1. Label encoding of type. 

Type Type Code 

safe links 0 

defacement 1 

malware 2 

phishing 3 

Features Engineering: The process of adding new features or altering current ones 

in order to enhance a machine-learning model’s performance is known as feature 

engineering. It entails picking pertinent information from unprocessed data and putting 

it in a manner that a model can understand. The objective is to increase the model’s 

accuracy by offering more pertinent and useful data (Turner et al., 1999). Only one 

work (FBI, 2023) used feature engineering techniques. Because their dataset is similar 

to ours. We used advanced feature engineering with many features. Features 

engineering was applied to the dataset to add new features. It improved the quality of 

information. It helped to make a system that can identify the malware website URLs. 

Figure 4 contains the diagram of feature engineering. 

 

Figure 4. Feature engineering. 

A check Ip column was added to the dataset, which helped identify whether it 

contained Ip address. Abnormal URL were added to identify the valid URLs. Count 

of dots(.) column stored the calculated dots that each URL contained. It will help to 

find more dangerous website URLs. More than two dots increase the risk of cyber-

attacks. Count of (www.) column contains the count of (www.). A website containing 

(www.) will be more secure. If the URL has a @ sign, it should be dangerous. That’s 

why the @ sign count was created. Count of HTTP, HTTPS, URL Depth, embed 

domain, letter, digit, and different signs (%, −, =) were added to detect secure 

website URLs. URL length, top-level domain (TLD) length, and hostname length 

were added to the features. All added features made the dataset strong enough to build 

a system to detect malware of dangerous website URLs. 

3.3. Data splitting 

The dataset has been divided into 80: 20 ratios. In other words, 20% of the dataset 

is made up of the testing set, and 80% is made up of the training set. After splitting, 

the train set contains 520,952 URLs, and the test set has 130,239 URLs. Then, the test 
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set was divided into a test and a validation set. Figure 5 shows the pie chart of the 

train, test, and validation split. 

 

Figure 5. Train, test, and validation ratio. 

3.4. Machine learning algorithms 

LightGBM: A gradient boosting technique called LightGBM is an ensemble 

learning framework that builds a strong learner by gradually adding insufficient 

knowledge in a gradient descent fashion. Using methods like GOSS, it maximizes 

training time and memory utilization (Ke et al., 2017). LightGBM is used in one work 

(Shetty et al., 2023). The basic configurations known as LightGBM Core Parameters 

control how LightGBM models behave and function throughout training. These 

parameters govern the model’s structure, optimization procedure, and goal function, 

among other things. Fundamental parameters are necessary to adjust the behavior and 

performance of the model to fit particular machine-learning tasks. The learning rate, 

number of leaves, maximum depth, regularization terms, and optimization techniques 

are a few examples of key parameters. It is essential to comprehend and adjust these 

settings in order to have the best model performance possible while using LightGBM 

(Wang and Wang, 2020). Whereas another algorithm develops trees horizontally, 

Light GBM grows vertically, which means that Light GBM expands trees’ leaf-wise, 

whereas the other method develops level-wise. It will select the leaf with maximum 

delta loss. A leaf-wise approach can reduce loss far more than a level-wise approach 

when expanding the same leaf (Mandot, 2017). Figures 6 and 7 show two types of 

tree growth of Light GBM. 

 

Figure 6. Leaf wise tree growth (Mandot, 2017).  
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Figure 7. Level wise tree growth (Mandot, 2017). 

XGBoost: A networked gradient boosting library intended for efficiency and 

scalability in machine learning model training is called XGBoost. It is an ensemble 

method of learning that generates a more powerful prediction by aggregating the 

predictions of several weak models. Extreme Gradient Boosting, or XGBoost, is a 

machine learning algorithm that has gained popularity and widespread usage because 

it can handle large datasets while achieving state-of-the-art efficiency for several 

machine learning algorithms, including regression and classification (GeeksforGeeks, 

2024). This model is used by Bahaghighat et al. (2023), Innab et al. (2024), and Shetty 

et al. (2023). Even though XGBoost performs well in comparison to other gradient-

boosting implementations, it can take a long time to operate. It can take days or even 

hours to finish common activities. Extensive parameter adjustment is also necessary 

when employing gradient boosting to build extremely accurate models. The method 

must be performed numerous times to investigate the impact of variables like the rate 

of learning and L1/L2 normalization parameters on cross-validation accuracy 

(Mitchell and Frank, 2017). 

Gradient Boosting: Gradient Boosting is a strong boosting technique that turns 

multiple weak learners into powerful learners as shown in Figure 8. It uses the 

gradient descent technique to teach each new model how to lower the loss functions 

of its predecessor, such as the mean square error or cross-entropy. In each succeeding 

iteration, the method determines how the variance function’s slope changes about the 

current ensemble’s expectations and then trains a new, subpar model to lessen this 

gradient. The new model’s predictions are then added to the groups, and the cycle 

continues until an interruption threshold is reached (Bentéjac et al., 2021). No 

reviewed work used this model. In learning ensemble modeling, one popular technique 

for building solid classifiers from a range of weak classifiers is “boosting.” Using the 

supplied training data sets, it first constructs a prominent model and then identifies the 

flaws in the foundational model. After the fault has been identified, a second model is 

built; a third model is added throughout this process. This process of adding more 

models is continued until we have a complete training set that the model can accurately 

predict (Konstantinov and Utkin, 2021). 

 

Figure 8. Gradient boosting classifier (Breiman, 2001). 
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Random Forest: Applications using decision trees, such as regression and 

classification, make use of the supervised machine learning method known as random 

forest as shown in Figure 9. Using random forests, using vast, complicated datasets, 

organizing multidimensional feature spaces, and determining the relative relevance of 

different attributes are all made possible. Numerous industries, including banking, 

medicine, and image analysis, use this technique because it may minimize overfitting 

while maintaining high projected accuracy (Breiman, 2001). Random forest used by 

Bahaghighat et al. (2023), Innab et al. (2024), Lee et al. (2020), and Shetty et al. (2023). 

A random subset of the training data is chosen using the random forest classification 

algorithm, producing several decision trees. As the first collection, a random selection 

of decision trees is taken from the training set. The final prediction is obtained by 

adding together the votes from each decision tree. Fortunately, combining a sweeping 

classifier with a decision tree is no longer necessary when utilizing the predictor class 

of random forest. Random forest can also address regression issues by utilizing the 

technique’s regressor. As trees grow in size, random forest introduces more 

unpredictability into the model. When dividing a node, it looks for the most beneficial 

feature from a randomly selected set of features rather than concentrating on the most 

crucial one. The model gets significantly more diversified and usually better as a result. 

Because of this, when dividing a node in a random forest classifier, only a random 

subset of the features is considered (Gunay, 2023). 

 

Figure 9. Random forest classifier (Breiman, 2001). 

4. Results and discussions 

This project used machine learning techniques to detect malware website URLs 

for cybersecurity. We extracted 651,191 URLs from the Kaggle dataset. To increase 

the quality of data, feature engineering was used after EDA. Important features were 

added by using feature engineering to enhance the detection level. Features that 

weren’t needed were removed. Next, random forest, gradient boosting, XGBoost, and 

Light GBM were applied to the dataset to obtain better outcomes. Table 2 represents 
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the result of four models. 

Table 2. Four classifier’s results. 

Model Accuracy F1-macro F1-micro F1 weighted 

Random Forest 0.96 0.95 0.96 0.96 

Gradient Boosting 0.94 0.89 0.94 0.93 

XGBoost 0.96 0.94 0.96 0.96 

Light GBM 0.96 0.94 0.96 0.96 

From Table 2, the results of random forest, gradient boosting, XGBoost, and 

Light GBM are represented. The lowest accuracy was secured by a gradient boosting 

algorithm, which was 94%. The other three models achieved the highest accuracy, 

96%. However, according to other scores like F1-macro, F1-micro, and F1 weighted, 

the random forest gained the highest outcomes. Figure 10 shows a clear picture of 

comparing all models. 

 

Figure 10. Comparison of four models. 

Some important features helped to obtain this outstanding result. The five most 

important features, which helped most to predict the target result, were 

hostname_length, count_dir, count of (www.), tld_length, and fd_length. The feature 

named hostname_length performed well compared to others. Figure 11 shows the five 

important features that helped obtain a good outcome. 
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Figure 11. Five important features. 

4.1. Confusion matrix 

The performance of an artificial intelligence classification algorithm can be 

precisely represented using a confusion matrix. Totals for false positives, true positives, 

false negatives, and real positives are included. To summarize the effectiveness of a 

classification model, a confusion matrix is a tabular representation that contrasts the 

expected and actual labels. It displays the proportion of TP, FN, FP, and TN 

predictions that the model made. By improving prediction accuracy and revealing 

inaccurate classifications, this matrix makes it possible to evaluate the model’s 

performance. A confusion matrix is an N  N matrix (where N is the total number of 

target classes) used to analyze the performance of a classification model. The target 

values in the matrix that actually exist are compared to the expected values of the 

artificial intelligence model. This gives us a thorough picture of all the different kinds 

of errors and performance indicators related to our classification model. The confusion 

matrix is shown in Figure 12 using the random forest model. Four targeted variables 

are shown with predicted outcomes. 

 

Figure 12. Confusion matrix. 
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This is a multi-class classification. The four classes are defacement, phishing, 

benign, and malware. In benign, the model performed well, and 42,350 were true 

positives. The number of misclassifications is low in this case. 9462 are true positives 

in defacement, 2966 true positives are in phishing, and lastly, 7784 are true positives 

in Malware. Misclassifications are low in all classes. The model performed well in 

every class. 

4.2. Accuracy 

Optimization of this metric is challenging due to its discrete nature. The 

frequency of correct result predictions made by a machine learning model is 

determined by its accuracy. Divide the total estimates by the number of precise 

forecasts to arrive at the result. Assuming that every class is equally relevant, the 

accuracy statistic can be used to characterize the model’s performance in each one. 

Larger values imply better model performance. A report on the random forest model’s 

categorization may be found in Figure 13. 

 

Figure 13. Classification report. 

For class 0, the model predicted 97% correct predictions. 99% correctly detect 

actual class 0. On the other hand, the precision rate is 98% and the recall is 100% for 

class 1. The F1 score is 0.98 for class 0, and 0.99 is in class 0. The model performed 

with strong accuracy in both classes and the overall accuracy is 97%. 

Table 3 presents the comparison of results obtained for different categories of 

accuracy and performance across the datasets. Kaggle and different datasets are the 

prominent dataset for identifying cyber-attacks and most of the research utilized it. 

Malicious URL dataset is a unique dataset that we used in this work. Feature 

engineering implemented to the dataset to enrich the quality of data. In the feature 

engineering, URL length, TLD length, hostname length, count of dots, count of 

different signs, count of dot com, count of www. and other important features added 

to the dataset, which is the novelty of this work. It increases the quality of each data 

and detect ability. Kaggle (Malicious URLs dataset), which is a new and unique 

dataset, was employed to acquire a good result and we successfully obtained 96% 

accuracy using a random forest classifier. In others research, there is no one who used 

this dataset. It’s made this work unique. Table 3 offers a decent picture of comparison. 
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Table 3. Comparison of this work with existing systems. 

Author Dataset Network Accuracy 

(Shetty et al., 2023) Kaggle Random Forest − 

(Innab et al., 2024) Two phishing dataset 
XBG 0.97 

All Models 1.00 

(Mosa et al., 2023) Kaggle AdaBoost 0.95 

(Bahaghighat et al., 2023) Phishing Websites Dataset XGBoost 0.99 

(Shahriar et al., 2020) Kaggle logistic regression 0.99 

(Chen et al., 2020) 
Kaggle (Microsoft Malware 

Classification Challenge) 
SVM with ALBL − 

(Hassan et al., 2019) ES 
ELK stack with 

unsupervised learning 
− 

(Aksu and Aydin, 2018) CICIDS2017 Deep learning 0.97 

(Z. S. Lee et al., 2020) A legal source KNN 1.00 

(Zhao et al., 2020) UCI AdaBoost 0.98 

(Lee et al., 2020) A legal source SVM with SGD 94% 

This Work 
Kaggle (Malicious URLs 

dataset) 
Random Forest 0.96 

5. Conclusions 

Finally, malware URLs that are involved in cyber-attacks were detected through 

machine learning algorithms. From the Kaggle dataset, 651,191 URLs were extracted. 

To increase the quality of data, feature engineering was used after EDA. Important 

features were added to the collected dataset using feature engineering to enhance the 

detection level, making us unique from others. Features that weren’t needed were 

removed. Next, four models are used to get a better outcome using the collected dataset. 

To train our models, we used advanced data preprocessing, data cleaning, and well-

known classifiers in our work. The dataset was trained using random forest, gradient 

boosting, XGBoost, and Light GBM, which helped to get good results using the 

dataset. We used multiple preparation techniques to ensure that our dataset was noise-

free. Feature engineering and label encoding helped a lot to increase the quality of data 

and prevented overfitting. From four models, the random forest gained a better F1 

score than others. Whether one is superior to the other, we used Kaggle (Malicious 

URLs dataset) with feature engineering to gain a good result, and we successfully 

obtained 96% accuracy using the random forest classifier. We can use different types 

of hyper tuning. We can use different types of hyper tuning to improve the model 

performance to improve the model performance. If we change the parameters of 

hyperparameters of models, it will give a better outcome. In the future, we will 

strengthen the accuracy of the models employed in this study. We will additionally 

incorporate or train more new NLP models to develop a project with improved 

accuracy and enhanced cybersecurity. 
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