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Abstract: To address the escalating online romance scams within telecom fraud, we developed 

an Adaptive Random Forest Light Gradient Boosting (ARFLGB)-XGBoost early warning 

system. Our method involves compiling detailed Online Romance Scams (ORS) incident data 

into a 24-variable dataset, categorized to analyze feature importance with Random Forest and 

LightGBM models. An innovative adaptive algorithm, the Adaptive Random Forest Light 

Gradient Boosting, optimizes these features for integration with XGBoost, enhancing early 

Online romance scams threat detection. Our model showed significant performance 

improvements over traditional models, with accuracy gains of 3.9%, a 12.5% increase in 

precision, recall improvement by 5%, an F1 score increase by 5.6%, and a 5.2% increase in 

Area Under the Curve (AUC). This research highlights the essential role of advanced fraud 

detection in preserving communication network integrity, contributing to a stable economy and 

public safety, with implications for policymakers and industry in advancing secure 

communication infrastructure. 

Keywords: telecom network fraud; online romance scams; early warning model; XGBoost; 

innovative adaptive algorithm 

1. Introduction 

With the rapid advancement of global digital communication technology, various 

forms of online social networking have become an indispensable component of 

modern life, and it offers people a wider social realm and convenient channels of 

communication. However, this anonymous social environment also provides an 

avenue for criminal activities. Telecommunication fraudsters exploit the anonymity of 

online social networks, focusing their attention on these platforms and dating websites. 

They manipulate victims into engaging in fraudulent activities such as investments 

and money transfers by assuming false identities or posing as others. This type of scam, 

known as the Online Romance Scams (ORS), has caused substantial economic losses 

globally (Zhu et al., 2023). ORS scammers typically employ social media or dating 

applications to identify and gain the trust of their targets through the establishment of 

false intimate relationships. Once they obtain the victim’s personal information, they 

can perpetrate more complex fraudulent activities. This form of fraud not only inflicts 

financial losses on the victims but also has a profound impact on their psychological 

well-being (Lazarus et al., 2022). 

Incessant exploration is being conducted by researchers on leveraging machine 

learning techniques to enhance the accuracy of fraud pattern recognition. Lazarus et 
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al. (2023) comprehensively examined empirical literature and highlighted certain gaps 

and biases in preceding research arenas. Despite the preliminary empirical studies 

conducted by predecessors in this field, issues such as the absence of a scientific 

evaluation system and investigatory & early warning methods (Coluccia et al., 2020) 

persist. Particularly in the domain of ORS combat, the application of machine learning 

techniques has been overlooked, accompanied by a scarcity of case data support 

(Srivastava et al., 2019). Consequently, employing machine learning algorithms in 

fraud pattern recognition remains a viable research avenue. 

XGBoost (Srivastava et al., 2019) is an enhanced machine learning algorithm 

derived from gradient boosting trees, and has garnered widespread application in the 

development of Telecom Fraud Crime and risk forecasting models. Numerous 

researchers have accomplished notable achievements in this domain. Tan et al. (2023) 

employed machine learning algorithms to financial fraud warnings by analyzing 

financial transaction data, enabling automatic identification and prediction of 

fraudulent behavior. Nanath and Olney (2023) leveraged machine learning algorithms 

for online recruitment fraud warnings by examining job postings and applicant 

feedback, automatically detecting and predicting fraudulent actions. Bahaghighat et al. 

(2023) utilized machine learning algorithms for high-precision phishing website 

detection by analyzing website content and structure, automatically identifying and 

anticipating phishing websites. Liu et al. (2022) employed machine learning 

algorithms for financial risk warnings by analyzing financial data and corporate 

governance structures, facilitating automatic identification and prediction of financial 

risks. Kamboj et al. (2023) employed machine learning techniques to identify and 

predict illegal bank accounts by analyzing account information and transaction 

patterns, respectively. Similarly, Liu et al. (2023) utilized machine learning algorithms 

to provide loan default warnings by examining lending data and borrower credit 

profiles. Zhao et al. (2023) employed similar methods to detect and forecast corporate 

crises by examining operational data and market conditions. Ashraf et al. (2023) 

developed high-risk road segment warnings by analyzing traffic data and road 

conditions, thereby identifying and predicting high-risk segments. Jiang et al. (2022) 

utilized blockchain 2.0 smart contract classification techniques to analyze smart 

contract content and operation status, generating automatic alerts and predictions of 

contract authenticity and security. Razavi et al. (2019) employed similar methods for 

power theft detection warnings by analyzing power data and user behavior, enabling 

automatic identification and prediction of power theft activities. Lastly, Murugan et al. 

(2023) utilized financial market data and company financial conditions to 

automatically identify and predict financial risks. 

Previous research has offered valuable insights and practical guidance for 

employing the XGBoost algorithm in fraud and risk monitoring pattern recognition. 

Although preliminary empirical studies have been conducted by predecessors in this 

field, certain aspects such as the absence of an evaluation system from ORS Science, 

limited data volume, and a lack of detection and warning methods remain unaddressed. 

Furthermore, the robustness and generalization performance of XGBoost can be 

further enhanced in these studies. As such, future research should delve deeper into 
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the application of the XGBoost algorithm (Kolev, 2023) in the fraud pattern 

recognition field while simultaneously improving its algorithmic performance. 

To effectively ORS cases using case data, this study develops a warning model 

based on the Adaptive Random Fusion Light Gradient Boost Machine (ARFLGB)-

XGBoost model. The feature recognition analysis of ORS cases is conducted to 

identify appropriate characteristics for constructing the warning model. Secondly, 

drawing on the process of fraud detection and the XGBoost model-based warning 

model construction, we develop a hybrid machine learning framework for predicting 

ORS cases. Subsequently, we compare our framework with other fusion machine 

learning models to establish its superior predictive performance for ORS compared to 

other fraud detection fusion machine learning models. Lastly, based on the number of 

nodes in the average importance curve of feature importance, we determine important 

inflection points and changes in magnitude as primary and secondary features of ORS, 

providing target guidance and a research paradigm for future studies. Consequently, 

this research addresses the following gaps in the literature: 

(1) Based on a comprehensive dataset of 1400 cases, compiled by the 

Investigation Academy of China People’s Public Security University and the Shinan 

Branch of Qingdao Municipal Public Security Bureau, this study employs a 

combination of text analysis and feature extraction techniques to conduct empirical 

analysis utilizing the ORS (Pattern-Based Summarization) method. Each case consists 

of 24 independent variables and one dependent variable. 

(2) The primary focus of this research is to optimize the feature importance of the 

XGBoost model by leveraging decision tree and gradient boosting machine learning 

algorithms. This is achieved through the integration of random forest and LightGBM 

algorithms, further enhancing feature importance. Additionally, an XGBoost fusion 

model based on an adaptive algorithm optimization approach is proposed. 

(3) By deriving instructive conclusions from the feature importance output of the 

ARFLGB-XGBoost model, this study offers valuable insights for subsequent text 

extraction, sentiment analysis, and the integration of preventive measures with 

crackdown efforts in related fields. Furthermore, it provides guidance for fraud 

detection work in a professional and academic manner, adhering to the standards of 

the prestigious Nature Journal. 

The novelty of this study lies in the proposal of an ARFLGB-XGBoost model for 

early warning of ORS, which has not been reported in the existing literature. The 

remainder of the paper is structured as follows: Section 2 provides an overview of the 

concept of regression-based ORS and its associated algorithms. Section 3 details the 

innovative framework and application method of the proposed model. Section 4 

presents experimental settings based on case data and analyzes the performance of 

both the experiments and the model. Section 5 discusses the significance and 

importance of case data features. In Section 6, we summarize the research 

contributions and limitations presented in this paper. 

2. Theoretical basis 

This section provides a comprehensive literature review on the characteristics of 

ORS cases and explores the application of fusion models, namely XGBoost, Random 
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Forest, and LightGBM, as reported in relevant studies. Our research is primarily 

centered on employing fusion models for the early detection of ORS, identifying 

suitable algorithms for feature engineering, and optimizing algorithm structures based 

on the characteristics of the case data. Ultimately, we propose an adaptive fusion 

algorithm for feature importance. 

2.1. Hazards of ORS 

The pernicious impacts of ORS are exceedingly severe, primarily inflicting 

emotional distress, substantial financial losses, and a prevalence of criminal activities. 

Victims often exhibit a state of extreme passivity, accompanied by escalating levels 

of fraud (Whitty and Buchanan, 2016). Furthermore, some cases remain unreported or 

lack data, posing challenges in determining the precise extent of crimes involved. In 

recent years, scholars have employed diverse theoretical frameworks to examine ORS. 

Cross and Holt (2023) have proposed impression management theory as a cultural lens 

for analyzing public perception of ORS. Alternatively, Srivastava et al. (2019) have 

enhanced the precision and efficiency of sentiment classification by integrating naive 

Bayes and random forest machine learning algorithms with Twitter user data. This 

article presents a systematic review of literature spanning the past two decades to 

summarize the current state of research on ORS; however, apart from Lazarus et al. 

(2023) and Coluccia et al. (2020) studies on this topic have been identified to date. 

Consequently, it is evident that our understanding of ORS remains insufficient in terms 

of depth and key insights. 

2.2. Improvement and application of XGBoost 

The current research landscape is witnessing numerous scholarly endeavors 

aimed at optimizing XGBOOST, which have yielded a plethora of remarkable 

outcomes. Zhang et al. (2023) advanced the DS-XGBoost model, which is founded on 

the D-S evidence theory and XGBoost algorithm, for financial risk early warning. Yan 

et al. (2022) introduced OVR-XGBoost and OVO-XGBoost models, designed for 

multi-class prediction of theft crimes. Domashova et al. (2022) implemented machine 

learning models with fraud detection to identify abnormal bank transactions. 

Mohiuddin et al. (2023) proposed a weighted XGBoost model for network intrusion 

detection systems. Koc et al. (2021) employed the GA-XGBoost framework to predict 

disability status following construction worker accidents. Kolev (2023) introduced the 

XGB-COF model to address research challenges pertaining to enhancing material 

wear resistance and reducing friction.  

2.3. Feature engineering for random forest and lightGBM identification 

In the process of feature engineering, both Random Forest (RF) and LightGBM 

are proficient in identifying and exploiting patterns within the data. RF predicts by 

constructing and combining multiple decision trees, whereas LightGBM is founded 

on the gradient boosting decision tree algorithm. Both methods are capable of 

assessing the importance of features and determining which ones have the most 

significant impact on the dependent variable. Furthermore, they possess the ability to 

handle large-scale datasets and prevent overfitting. When implementing feature 
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engineering, it is crucial to fully exploit the merits of these two methods to enhance 

the predictive performance of models. Kamboj et al. (2023) have employed the 

XGBoost model combined with feature engineering processed by random forest to 

detect whether downloaded files contain malicious software. Wang and Thing (2023) 

concentrate on predicting default rates for P2P network loans and combine LightGBM 

with the XGBoost algorithm. Lao et al. (2023) have proposed an intelligent fault 

diagnosis solution for track switch machines in railway transportation, based on an 

improved version of LightGBM feature engineering (Lao et al., 2023). 

2.4. Adaptive algorithm optimizing XGBoost model 

Abbasimehr et al. (2023) proposed an improved XGBoost two-stage forecasting 

framework for energy demand forecasting. Cao et al. (2023) proposed an AM-Boost 

integrated learning model for fraud detection of financial transactions. Sha et al. (2022) 

proposed a new acoustic signal cavitation detection framework based on XGBoost and 

adaptive selection feature engineering to address valve cavitation. Afriyie et al. (2023) 

found that XGBoost model optimized based on random forest algorithm performed 

best in predicting and detecting credit card fraud. Mokbal et al. (2021) adopted 

XGBoost and advanced parameter optimization technology to propose a new cross-

site scripting attack detection framework named XGBXSS. 

The need for further exploration in the academic community regarding ORS 

research is evident, particularly in text analysis and feature extraction where case data 

is scarce. Machine learning technology and the construction of warning models, often 

overlooked when applying machine learning warning model construction techniques 

to other types of fraud detection, should be given due consideration. In optimizing the 

XGBoost model algorithm, scholars predominantly focus on data cleaning, while the 

optimization of output feature importance is overlooked. Among existing optimization 

algorithms, most scholars utilize only a single algorithm for parameter tuning, 

neglecting the application of multi-model techniques to optimize the XGBoost model. 

Moreover, the absence of more universally adaptive technologies in research on multi-

model fusion is notable. 

3. Algorithm design 

The ARFLGB-XGBoost framework, as illustrated in Figure 1, is introduced in 

this section. The case data for ORS comprises 24 independent variables and 1 

dependent variable. These 24 independent variables are categorized into four groups 

and fed into the Random Forest and LightGBM models. Feature engineering is 

employed to obtain feature importance and classification metrics individually for each 

model. Subsequently, an adaptive algorithm consolidates the classification metrics 

from Random Forest and LightGBM to generate weighted feature importance, which 

is then integrated into the XGBoost model. Finally, the performance of the ARFLGB-

XGBoost is assessed using a validation set. 
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Figure 1. ARFLGB-XGBoost design framework. 

3.1. Random forest method 

The Random Forest (RF) algorithm was proposed in 2001 (Nti and Somanathan, 

2024), building upon the random decision forest method developed at Bell Labs. By 

constructing multiple weak learners known as Classification and Regression Trees 

(CART), RF forms robust learners to tackle classification or regression prediction 

tasks effectively (Musbah et al., 2022). This algorithm demonstrates exceptional 

accuracy in handling binary classification problems, making it well-suited for big data 

and high-dimensional feature datasets while providing valuable insights into the 

significance of each evaluation factor. Moreover, RF offers the advantage of assessing 

feature relevance during category determination and preventing overfitting during 

prediction. The RF diagram is depicted in Figure 2. 

X dataset
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N4 features
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Figure 2. Random Forest framework. 
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3.2. LightGbm method 

LightGBM is a novel algorithm developed by Microsoft Research Asia that 

enhances the gradient boosting framework and GBDT model. It combines multiple 

weak regression trees into a single powerful regression tree in a linear manner (Zheng 

et al., 2023), while significantly reducing time complexity through the Histogram 

decision tree optimization algorithm. Additionally, LightGBM adopts the Leaf-Wise 

leaf growth strategy with depth limitation, enabling efficient parallel training, feature 

parallelism, and fast processing of large-scale data. By addressing scalability and 

running speed limitations of traditional boosting algorithms, LightGBM supports 

parallel learning to greatly reduce training time and computational costs. The 

LightGBM model employs histogram optimization for feature representation and 

employs the Leaf-wise strategy to enhance model accuracy, as illustrated in Figures 

3 and 4. 
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Figure 3. Histogram optimization. 

X

 

Figure 4. Leaf-wise growth strategy. 

3.3. XGBoost method 

XGBoost is an optimization algorithm that combines base functions and weights 

to enhance data fitting. Due to its outstanding generalization capability, scalability, 

and computational efficiency (Gogineni et al., 2023), XGBoost has garnered attention 

in the fields of statistics, data mining, and machine learning. For a dataset with n 

instances and m dimensions, the XGBoost model can be expressed as Equation (1) 

(Zhou et al., 2023). When building an XGBoost model, it is crucial to identify the 

optimal parameters by minimizing the objective function to achieve the best model. 
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This objective function consists of error terms and model complexity terms, as 

illustrated in Equations (2)–(4). 

𝑦�̂� = ∑ 𝑓𝑘(𝑥𝑖), 𝑓𝑘 ∈ 𝐹(𝑖 = 1,2, ⋯ , 𝑛)

𝐾

𝑘=1

 (1) 

𝑂𝑏𝑗 = 𝐿 + 𝛺 (2) 

𝐿 = ∑(𝑦𝑖 − 𝑦�̂�)
2

𝑛

𝑖=1

 (3) 

𝛺 = 𝛾𝑇 +
1

2
𝜆 ∑ 𝑤𝑗

2

𝑇

𝑗=1

 (4) 

Among them, 𝐹 = {𝑓(𝑥) = 𝜔𝑞(𝑥)}(𝑞: 𝑅𝑚 → {1,2, ⋯ , 𝑇}, 𝜔 ∈ 𝑅𝑇)  denotes the 

set of CART structures. 𝑞 represents the tree structure where samples are mapped to 

leaf nodes, 𝑇stands for the number of leaf nodes, 𝜔 denotes the real-valued scores of 

leaf nodes, 𝛾𝑇 refers to the 𝐿1 regularization term, 
1

2
𝜆 ∑ 𝑤𝑗

2𝑇
𝑗=1  corresponds to the 𝐿2 

regularization term, 𝑦�̂�
(𝑡)

 signifies the prediction result of the model in the t-th iteration, 

and 𝑓𝑡(𝑥𝑖) indicates the new function added in the t-th iteration. 

In the course of refining the training process through the utilization of training 

data, the original model remains unaltered while incorporating novel base learners to 

incrementally decrease the discrepancy between predicted and actual values (Qian et 

al., 2020), thereby mitigating model bias. The training procedure is depicted in 

Equations (5) and (6). 

𝑦�̂�
(𝑡) = 𝑦�̂�

(𝑡−1) + 𝑓𝑡(𝑥𝑖) (5) 

𝑂𝑏𝑗(𝑡) ≈ ∑[𝑦𝑖 − (𝑦�̂�
(𝑡−1) + 𝑓(𝑥𝑖))]2

𝑛

𝑖=1

+ 𝛺 (6) 

To facilitate a rapid search for parameters minimizing the objective function, we 

conducted a second-order Taylor expansion on the objective function 𝑂𝑏𝑗(𝑡), resulting 

in an approximate objective function, as illustrated in Equation (1). It can be discerned 

that this objective function is solely reliant on the first and second derivatives of the 

error function, thereby deriving the objective function portrayed in Equation (2). 

𝑂𝑏𝑗(𝑡) ≈ ∑[(𝑦𝑖 − �̂�(𝑡−1))2 + 2(𝑦𝑖 − 𝑦�̂�
(𝑡−1))

𝑛

𝑖=1

𝑓𝑡(𝑥𝑖) − ℎ𝑖𝑓𝑡
2(𝑥𝑖) + 𝛺 (7) 
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𝑂𝑏𝑗(𝑡) ≈ ∑[𝑔𝑖𝑤𝑞(𝑥𝑖) +
1

2

𝑛

𝑖=1

ℎ𝑖𝑤𝑞(𝑥𝑖)
2 ] + 𝜆𝑇 +

1

2
∑ 𝑤𝑗

2

𝑇

𝑗=1

 

= ∑[(∑ 𝑔𝑖

𝑖∈𝐼𝑗

)𝜔𝑗

𝑇

𝑗=1

+
1

2
(∑ ℎ𝑖

𝑖∈𝐼𝑗

+ 𝜆)𝜔𝑗
2] + 𝛾𝑇 

(8) 

Assuming the structure of the decision tree component 𝑞 is known, the optimal 

𝜔𝑗 can be determined by employing the objective function, yielding the optimal value 

of the objective function. This problem can be generalized as finding the minimum 

value of a quadratic function, as illustrated in Equations (9) and (10). 𝑂𝑏𝑗(𝑡) can serve 

as a scoring function for evaluating model performance, where lower 𝑂𝑏𝑗(𝑡) values 

indicate better model effectiveness. By recursively employing the aforementioned 

tree-building method, numerous regression tree structures can be generated, enabling 

the search for the optimal tree structure using 𝑂𝑏𝑗(𝑡)  scores. Integration of these 

optimized trees into existing models allows for the construction of highly optimized 

XGBoost models. The algorithmic workflow diagram of XGBoost models is 

visualized in Figure 5. 

𝑤𝑗
∗ =

− ∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

 (9) 

𝑂𝑏𝑗 = −
1

2
∑

(∑ 𝑔𝑖𝑖∈𝐼𝑗
)2

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

𝑇

𝑗=1

+ 𝛾𝑇 (10) 

Split at node using( J(t))

T1 {x,y1} T2 {x,y2} T3 {x,y3}

f1 {x,y1}

Tk{ x,yk}

f2 {x,y2} f3 {x,y3} f1{ x,yk}f1 {x,yk-1}

Residual Residual Residual Residual

{ fk( x,yk )}

Train dataset D( x , y )

 

Figure 5. XGBoost algorithm framework. 

3.4. Adaptive fusion construction 

STEP1: The process of calculating Feature Importance (FI) utilizing the random 

forest algorithm begins with Mutual Information (MI) (Wang et al., 2022), a metric 

that quantifies the reduction in impurity when a given feature is employed as the 
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splitting criterion in each decision tree (Breiman, 2001). Subsequently, this value is 

averaged across all decision trees, resulting in the calculation of RF-FI, which is 

represented by Equation (11). 

RF_FI =
1

𝑁𝑡𝑟𝑒𝑒𝑠
∑ ∑ △ 𝐼(𝑠, 𝑡)

𝑠∈𝑆𝑡𝑗

𝑁𝑡𝑟𝑒𝑒𝑠

𝑡=1

 (11) 

Among them, 𝑁trees denotes the number of trees, 𝑆𝑡𝑗 refers to all nodes s that 

employ the j-th feature for splitting in the t-th tree, and △ 𝐼(𝑠, 𝑡) signifies the impurity 

reduction induced by this node’s split. The specific calculation process for FI is 

presented in Table 1. 

Table 1. RF-FI computing framework. 

STEP1: Random Forest feature importance calculation process 

 Input: The number of trees 𝑁trees, the reduction of the impurity caused by node segmentation of 

each tree △ 𝐼(𝑠, 𝑡) 

 Output: RF_Feature_importance; 

1 For n: 1 → 𝑁trees do 

2   for All nodes of the tree do 

3     RF_Feature_importance = RF_Feature_importance + △ 𝐼(𝑠, 𝑡) 

4   end 

5 end  

6 RF_Feature_importance = RF_Feature_importance /𝑁trees 

STEP2: Calculation of LightGBM Feature Importance (Tianyu et al., 2019). The 

feature importance outputted by LightGBM can be computed using information gain. 

The total information gain obtained by splitting based on this feature is represented as 

Equation (12). 

𝐿𝐺_𝐹𝐼 = ∑ △ 𝐼(𝑠)

𝑠∈𝑆𝑗

 (12) 

The set 𝑆𝑗 represents all the nodes that are partitioned using feature 𝑋𝑗, while △

𝐼(𝑠) denotes the information gain resulting from the split at node s. The specific 

calculation process of LG-FI is illustrated in Table 2. 

Table 2. LightGBM-FI computing framework. 

STEP2: Process of calculating feature importance in LightGBM 

 Input: Segmentation of nodes, information gain or reduction of impurity △ 𝐼(𝑠)； 

Output: LGB_Feature_importance; 
 

1 for All nodes of the tree do 

2  LGB_Feature_importance = LGB_Feature_importance + △ 𝐼(𝑠) 

3 end  
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The feature importance evaluated by Accuracy as the criterion was obtained 

through the optimization of adaptive algorithms, which is specifically demonstrated in 

Equations (13)–(17). 

RF_AC_weight =
RF_Accuracy

RF_Accuracy + LGB_Accuracy
 (13) 

LGB_AC_weight =
LGB_Accuracy

RF_Accuracy + LGB_Accuracy
 (14) 

ARF_AC_FI = RF_FI ×
RF_Accuracy

RF_Accuracy + LGB_Accuracy
 (15) 

ALGB_AC_FI = LGB_FI ×
RF_Accuracy

RF_Accuracy + LGB_Accuracy
 (16) 

ARFLGB_AC_FI = ARF_AC_FI + ALGB_AC_FI (17) 

Among them, RF_AC_weight denotes the Random Forest feature importance 

weight computed based on the Accuracy metric, whereas LGB_AC_weight represents 

the LightGBM feature importance weight derived from Accuracy. The calculation 

methods for Accuracy, Precision-Recall, Recall, F1 score, and AUC will be 

expounded in detail in Section 4. 

Step 3: Determine the optimal performance metric and apply the adaptive 

algorithm to feature importance based on Precision, Recall, F1, and AUC. This will 

result in ARFLGB_PR_FI, ARFLGB_RE_FI, ARFLGB_F1_FI, and 

ARFLGB_AUC_FI. Additionally, for testing purposes, apply ARFLGB_AC_FI to the 

Input XGBoost. The most effective optimization metric will be determined through 

this process as outlined in Table 3. Detailed explanations of the calculation methods 

for Accuracy, Precision, Recall, F1 and AUC will be provided in Section 4 (Tang et 

al., 2022). 

Table 3. Adaptive algorithm construction. 

STEP3: An adaptive algorithm based on Accuracy index as an example 

1 
Input: RF_Accuracy, LGB_Accuracy, RF_FI, LG_FI; 

Output: ARFLGB_AC_FI; 

2 RF_AC_weight = RF_Accuracy/ (RF_Accuracy + LGB_Accuracy) 

3 LGB_AC_weight = LGB_Accuracy/ (RF_Accuracy + LGB_Accuracy) 

4 ARF_AC_FI = RF_AC_weight × RF_FI 

5 ALGB_AC_FIt = LGB_AC_weight × LGB_FI 

6 ARFLGB_AC_FI = ARF_AC_FI + ALGB_AC_FI 

STEP4: To compute the adaptive algorithm based on Accuracy as a metric, we 

establish the feature importance weights of both the Random Forest and LightGBM as 

the ratio of their Accuracy to the aggregate Accuracy. By means of this optimization 

process, the feature importance of both Random Forest and LightGBM are amplified 

by their respective adaptive weights (Ma et al., 2022). The fused model’s output 
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feature importance, which is derived from the optimization of the adaptive algorithm, 

is determined by the aggregate of the optimized output feature importance from both 

RF and LightGBM. The adaptive optimal index search process is shown in Table 4. 

Table 4. Adaptive optimal index search. 

STEP4: Search for the best ORS adaptive metrics 

 Input: Data set D consisting of ARFLGB_AC_FI, ARFLGB_PR_FI, ARFLGB_RE_FI, 

ARFLGB_F1_FI, ARFLGB_AUC_FI; 

Output: The best adaptive index;  

1 MAX = D[0] 

2 for n:1 → N−1 do 

3   if D[n] > MAX 

4   MAX = D[n] 

5 end  

6 Output MAX against the deserved index 

7 end  

The Accuracy metric in Step 3 is calculated using the adaptive algorithm idea. 

We will calculate adaptive algorithms separately for Precision, Recall, F1, and AUC 

metrics to obtain dataset D. The feature importance output from the fusion model of 

these five adaptive algorithm outputs will serve as input for the XGBoost. We will 

select the optimal model that yields the best classification results. The evaluation 

metric for this ARFLGB-XGBoost fusion model will be based on the chosen adaptive 

algorithm metric. 

4. Case study 

4.1. Data compilation 

Table 5. 24 ORS independent variable classifications. 

Indicators NO. Meaning of the indicator 

Crime trail characteristics (CTC) 

F1 Replacement of communication equipment more than 5 times 

F2 Failed to pay more than 3 times in the “Transaction” stage. 

F3 Whether the number of times of changing IP is more than 3 times 

F4 Whether the transaction amount exceeds 1000 RMB 

Crime Evidence Characteristics (CEC) 

F5 Communication Equipment Features 

F6 Characteristics of transaction dissuasion 

F7 Changing IP Characteristics 

F8 Characteristics of the current transaction 

F9 Photographic evidence 

F10 False identification 

F11 Email, chat records 

F12 Transfer records, transaction records 

F13 Video evidence 
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Table 5. (Continued). 

Indicators NO. Meaning of the indicator 

Geographic characteristics of offences (GCO) 

F14 Level of economic education 

F15 Level of updating of technical means of crime 

F16 Changes in the social and economic environment 

F17 Popularity of publicity and education by relevant departments 

F18 Enforcement efforts of public security organs 

F19 Level of people’s awareness of network security 

F20 Number of Internet dating ORS cases in the same month 

Factors affecting the number of offences (FANO) 

F21 IP Replacement Features 

F22 Language Features 

F23 Personalised labels 

F24 Common IP Locations 

The data employed in this study was compiled from a collective effort between 

the Investigation Academy of China People’s Public Security University and the 

Nanshan Branch of Qingdao City, Shandong Province, China, from 2016 to 2023. The 

agency’s collection contains 1400 ORS cases, which were then subjected to textual 

analysis and feature extraction techniques. The cleaning process led to the 

identification of 24 ORS independent variables, which were subsequently categorized 

into four dimensions, as illustrated in Table 5. 

The cases were meticulously modeled and purged of any inconsistencies, 

ensuring the accuracy and reliability of the data. In accordance with the distinct 

features of ORS, we delineated four dimensions of indicators: crime clue features, 

crime evidence features, regional characteristics of criminals, and factors influencing 

the frequency of crimes. Section 4.5 will divulge further details regarding the specific 

features incorporated within these dimensions. To assess the efficacy of the optimized 

XGBoost model (G.S. et al., 2021), we employed five metrics: AUC (Area Under 

Curve) (Belly et al., 2023), Accuracy, Precision, Recall, and F1 score. The formulas 

for calculating these five metrics are enumerated in Equations (18)–(25). 

Accuracy =
TP + TN

TP + FP + TN + FN
 (18) 

Precision =
TP

TP + FP
 (19) 

Recall =
TP

TP + FN
 (20) 

F1 = 2 ×
Precision × Recall

Precision + Recall
 (21) 

TPR =
TP

TP + FN
= Recall (22) 
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FPR =
FP

FP + TN
 (23) 

I(𝑃Positive sample, 𝑃Negative sample) = {

1, 𝑃Positive sample > 𝑃Negative sample

0.5, 𝑃Positive sample = 𝑃Negative sample

0, 𝑃Positive sample < 𝑃Negative sample

 (24) 

AUC = 𝑃(𝑃Positive sample > 𝑃Negative sample)

=
∑ I(𝑃Positive sample, 𝑃Negative sample)

𝑀 ∗ 𝑁
 

(25) 

4.2. Parametric search 

Following an extensive grid search optimization of the XGBoost algorithm, we 

adopted a combined approach of cross-validation and grid search (Nti and Somanathan, 

2024). Eventually, through a 5-fold cross-validation process, we determined the 

optimal parameters for each machine learning model subsequent to the grid search 

optimization (Wang et al., 2022). The process and iterative outcomes of parameter 

search are presented in Tables 6 and 7, respectively. 

Table 6. Index parameter search. 

STEP5: The highest accuracy rate is the highest accuracy rate of the model; 

 Input: dataset D, hyperparameters and corresponding value ranges; 

Output: the best combination of parameters, the highest accuracy of the model. 
 

1 Construct a parameter grid consisting of the corresponding values of each hyperparameter. 

Load the data into XGBoost; 
2 

3 for for all parameter grids do 

4   Calculate the accuracy rate corresponding to the parameter grid; 

5   Save the accuracy and the corresponding parameter combination; 

6 end  

7 for for all accuracies and parameter combinations do 

8   Get the highest accuracy and its corresponding parameter combination: 

9 end  

10 Output The highest accuracy rate is the highest accuracy rate of the model; 

Output The parameter combination corresponding to the highest accuracy is the best parameter 

combination; 11 

12 end  
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Table 7. Grid search parameters. 

 Parameter Value range Value result 

XGBoost 

n_estimators [80, 100, 120, 160, 200] 120 

max_depth [2, 4, 6, 8, 10, 12] 8 

learning_rate [0.01, 0.05, 0.1, 0.2, 0.3] 0.01 

min_child_weight [1, 3, 5, 7] 1 

gamma [0, 0.1, 0.2, 0.3, 0.4] 0 

colsample_bytree [0.75, 0.8, 0.85] 0.85 

subsample [0.75, 0.8, 0.85] 0.8 

reg_alpha [ 51 10− , 0.01, 0.1, 1, 100] 51 10−  

LightGBM 

n_estimators [80, 100, 120, 160, 200] 200 

max_depth [2, 4, 6, 8, 10, 12, 20] 20 

learning_rate [0.01, 0.04, 0.1, 0.2, 0.3] 0.04 

colsample_bytree [0.01,0.1,0.5,1,2] 1 

subsample [0.8,0.9,1.1.1 1.2] 1 

reg_alpha [ 51 10− , 0.01, 0.1, 1, 100] 51 10−  

min_split_gain [0, 0.01, 0.1, 1, 2] 0 

reg_lambda [0, 0.01, 0.1, 1, 2] 0 

Random Forest 

n_estimators [80, 100, 120, 160, 200] 200 

max_depth [2, 4, 6, 8, 10, 12, 20] 10 

max_leaf_nodes [0.01, 0.1, 0.5, 1, 5, 10, 20, 30, 50] 50 

min_samples_leaf [None, 1, 5, 10, 15, 30, 50] 1 

min_samples_split [0.01, 0.1, 0.5, 1, 5, 10, 20, 30, 50] 2 

DecisionTree 

max_depth [2, 4, 6, 8, 10, 12, 20] 10 

min_samples_split [0.01, 0.1, 0.5, 1, 5, 10, 20, 30, 50] 50 

min_samples_leaf [None, 1, 5, 10, 15, 30, 50] 5 

min_impurity_decrease [ 51 10− , 0.01, 0.1, 1, 100] 51 10−  

max_leaf_nodes [25.50, 75, 100] 75 

SVM 

C [ 51 10− , 0.01, 0.1, 1, 100] 1 

cache_size [50, 100, 150, 200] 200 

coef0 [0, RBF, Poly] 0 

decision_function_shape [ovo, ovr, None] ovr 

degree [None, 0.01, 0.1, 1, 2, 3] 3 

gamma [auto, RBF, Poly, Sigmoid] auto 

kernel [Linear, RBF, Poly, Sigmoid] RBF 

max_iter [1, −1] −1 

probability [True, False] FALSE 

shrinking [True, False] TRUE 

tol [ 31 10− ] 0.001 

verbose [True, False] FALSE 
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4.3. Improved evaluation of ARFLGB-XGBoost 

To evaluate the memory improvement of ARFLGB-XGBoost (Kumar, 2023), its 

accuracy was simulated and analyzed, and the confusion matrix of the ARFLGB-

XGBoost model was obtained, as shown in Figure 6. 
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Figure 6. ARFLGB-XGBoost confusion matrix. 

The optimised ARFLGB-XGBoost model was employed for 8400 classification 

predictions via 5-fold cross-validation. As illustrated in Figure 6, the numbers denote 

the number of true responses for each class target value. Based on this confusion 

matrix, it can be discerned that the ARFLGB-XGBoost model exhibits a high 

classification accuracy between correctly predicted positives and correctly predicted 

negatives. 

  

Figure 7. Comparison of ARFLGB-XGBoost model accuracy. 

After conducting 30 repeated experiments, we performed classification on the 

original data and obtained the accuracy results for both the basic XGBoost model and 

the improved XGBoost model. As depicted in Figure 7, RF-XGBoost and LGB-

XGBoost exhibited significant enhancements in accuracy, indicating that opting for 

RF and LightGBM models for feature engineering was a correct decision. However, 

the classification performance of RFLGB-XGBoost based on a certain fusion 

proportion did not surpass or even fell below that of RF-XGBoost and LGB-XGBoost 
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models, suggesting that adopting RFLGB-XGBoost model with fixed fusion 

proportion is not advisable. 

Conversely, ARFLGB-XGBoost model fused by an adaptive algorithm 

outperformed the basic Xgboost model in terms of accuracy with its maximum value 

reaching 0.939 and upper quartile at 0.921; both values are higher than those achieved 

by RFLGB-XGBoost mode based on a certain fusion proportion. The median value is 

identical to RF-XGBoost mode but higher than other fusion modes; however, 

ARFLGB-XGBoost mode’s maximum value, upper quartile, lower quartile, and 

minimum are all superior to those of RF-XGBoost; where minimum exceeds 0.88, 

lower quartile is approximately equal to 0.9, upper quartile is approximately equal to 

0.92; indicating that this mode exhibits excellent overall classification accuracy. 

 

Figure 8. Comparison between ARFLGB-XGBoost model and optimized model.  

According to Figure 8, the average values of AUC, F1, Recall, Precision, and 

Accuracy for the basic XGBoost model and the improved XGBoost model are as 

follows. From the graph, the ARFLGB-XGBoost model shows significant 

improvements in all five metrics. However, the RFLGB-XGBoost model based on a 

certain proportion of fusion does not surpass RF-XGBoost and LGB-XGBoost models 

completely; in fact, it may even perform worse than the basic XGBoost model. 

Therefore, we cannot adopt the RFLGB-XGBoost model based on a certain proportion 

of fusion. On the other hand, the ARFLGB-XGBoost model obtained through adaptive 

algorithm fusion performs significantly better than the RFLGB-XGBoost model based 

on a certain proportion of fusion in all five metrics mentioned above and far exceeds 

the performance of XGBoost basic model. The average value of Accuracy in 

ARFLGB-XGBoost classification results is 0.913; F1 score is 0.922; AUC score is 

0.911; Recall score is 0.962. All these metrics are above 0.9 which indicates that this 

model greatly improves upon XGBoost’s basic classification performance and 

possesses excellent overall classification capability. 

5. Discussions 

5.1. Significance analysis of ORS features 

In conducting predictive analysis, we examined the output characteristics of the 

RF and LightGBM (Yang et al., 2021), which had been optimized by adaptive 
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algorithms. To ensure the accuracy of our analysis, we conducted thirty replicates of 

the experiments and meticulously documented the outcomes of each replicate as 

depicted in Figures 9 and 10. Ultimately, we leveraged the Output feature importance 

of the ARFLGB-XGBoost model to elucidate this process. These analytical findings 

not only contribute to a deeper understanding of the model’s working mechanism but 

also facilitate its optimization for enhanced prediction accuracy (Ribeiro et al., 2016). 

 

Figure 9. Primary characteristics feature significance. 

  

Figure 10. Secondary characteristics feature significance. 

From Figure 9, it is evident that from a macroscopic perspective, the significance 

of CEC features reaches as high as 0.456, indicating their pivotal qualitative role in 

classifying ORS telecommunications fraud cases. Subsequently, with a value of 0.307, 

C emerges as another crucial feature implying its potential utility in warning models 

as an initial step for crime clue identification. By comprehensively considering both 

crime clues and crime evidence, law enforcement agencies can swiftly and effectively 

determine whether a case belongs to the category of ORS frauds. GCO features rank 

third with a value of 0.17 due to their discernible regional characteristics specific to 

ORS telecommunications fraud cases; this aspect becomes one of the key indicators 

distinguishing them from other types of telecom scams and facilitates prompt 

application of data investigation models by law enforcement agencies. Lastly, the 

influence factor percentage associated with the number of crimes stands at only 0.067, 

reflecting to some extent how social environment and law enforcement efforts impact 
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crime occurrence over time; however, its contribution in classification work remains 

relatively minor. 

From a micro perspective, the ARFLGB-XGBoost model output reveals the 

significance of secondary characteristic features (Figure 10). These features can be 

categorized into three groups based on their average significance levels. The highly 

significant factors include F1, F9, F10, F16, F19, and F20. Factors with medium 

significance comprise F2, F11, F12, F13, F14, F17, F18, and F21. Lastly, factors with lower 

significance consist of F3, F4, F5, F6, F7, F8, F15, F22, F23, and F24. To reduce the 

incidence of ORS accidents, the following analysis and suggestions are put forward 

according to these three characteristics. 

Highly significant factors, such as fake IP addresses and lower awareness of fraud 

prevention, play a pivotal role in early warning models. For instance, when d 

Replacement of communication equipment more than 5 times(F1), they should 

promptly employ technical investigation methods and utilize the ARFLGB-XGBoost 

early warning model to prevent potential victims from becoming emotionally 

dependent on the manipulative tactics of criminal suspects before any crime occurs. 

Additionally, employing video surveillance techniques to capture incriminating 

evidence like deceptive links and characteristic messages can effectively reduce 

incidents of telecom fraud caused by criminals. Furthermore, it is imperative to 

enhance public awareness campaigns for fraud prevention. 

Medium significant factors in ORS play a significant role, including the presence 

of false information and video chat evidence. Taking Failed to pay more than 3 times 

in the “Transaction” stage(F2) as an example, when multiple payment failures are 

detected by the police during technological investigations, it is crucial to promptly 

issue a transfer alert to the victim and clearly communicate the potential risks 

associated with the other party’s account in order to prevent further transfer actions by 

the victim. Moreover, enhancing dissuasion strategies during case investigations can 

effectively mitigate challenges faced by law enforcement in combating fraudsters who 

employ technical means to evade detection features. 

Although the lower significant factors in the early warning model, such as 

transaction characteristics and linguistic personality traits of fraudsters, may carry a 

relatively smaller weightage, it is imperative not to overlook their significance. Taking 

Characteristics of the current transaction (F8) as an example, when investigating a 

Ponzi scheme, promptly analyzing its features and implementing fund tracking and 

control measures becomes crucial to minimize financial losses and prevent further 

escalation of damages. Moreover, enhancing the description of regional characteristics 

pertaining to criminal suspects and organizing police forces for arrest operations can 

effectively mitigate losses caused by prolonged multi-location movements of telecom 

fraud suspects. 

5.2. Algorithm comparison 

By contrasting the classification outcomes of the ARFLGB-XGBoost model with 

five traditional machine learning techniques across five key metrics such as AUC, F1, 

Recall, Precision, and Accuracy, we evaluate the optimal classification performance. 

The parameters of these traditional machine learning models have all been fine-tuned 
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through grid search parameter optimization. Figure 11 displays the ultimate 

classification results, offering a comprehensive overview of the strengths and 

weaknesses of each model in terms of classification performance. 

 

Figure 11. Comparison between ARFLGB-XGBoost model and traditional machine 

learning model. 

Compared to the best-performing traditional machine learning models, the 

ARFLGB-XGBoost algorithm achieved a maximum accuracy of 0.939, an 

improvement of approximately 3.9%. It also reached a maximum precision of 0.926, 

demonstrating an increase of approximately 12.5%. In terms of recall, the model 

obtained a maximum value of 0.981, corresponding to an improvement of around 5.0%.  

Furthermore, the ARFLGB-XGBoost algorithm achieved a maximum F1 score 

of 0.947 and an AUC value of 0.935, corresponding to improvements of approximately 

5.6% and 5.2%, respectively. In addition to these metrics, the ARFLGB-XGBoost 

algorithm outperformed five other traditional machine learning models in various 

aspects, including output classification results, median, and quartiles. Therefore, it is 

evident that the ARFLGB-XGBoost algorithm significantly enhances classification 

performance and exhibits superior generalization ability and robustness in solving 

classification problems compared to other models available. 

6. Conclusion remarks 

To mitigate the prevalence of telecommunications fraud cases and provide case 

warnings and classifications, this study presents a method for constructing an ORS 

warning model based on the ARFLGB-XGBoost framework. This model is derived 

from the integration of three traditional machine learning models, namely Random 

Forest, LightGBM, and XGBoost, coupled with an adaptive algorithm. In terms of 

feature engineering, the model employs Random Forest and LightGBM for output 

feature importance analysis and adopts an adaptive algorithm to construct the 

ARFLGB algorithm to obtain weighted features. These weighted features are 

adaptively adjusted based on the classification indicators of RF and LGB Output, and 

ultimately fed into the XGBoost model for classification. The dataset employed in this 
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research is derived from ORS cases, consisting of 24 independent variable features 

and one binary dependent variable feature. Among them, the independent variable 

features can be categorized into four dimensions: crime clues, crime evidence, crime 

regional characteristics, and factors influencing crime quantity. 

To assess the efficacy of the proposed ARFLGB-XGBoost model, we conducted 

tests on a validation dataset. Based on its confusion matrix, the model demonstrates 

exceptional performance in binary classification accuracy, significantly surpassing the 

original XGBoost model. In comparison to the XGBoost model that solely 

incorporates RF and LGB fusion, all five major classification metrics exhibit varying 

degrees of enhancement. Relative to the RFLGB-XGBoost model that incorporates 

class ratio fusion, there is a nearly 3.9% increase in accuracy, a 4.2% increase in 

precision, a 0.8% increase in recall, a 1% increase in F1 score, and a 0.5% increase in 

AUC value. Moreover, in comparison to traditional machine learning models, such as 

SVM, decision trees, random forests, XGBoost, and LightGBM, our proposed 

ARFLGB-XGBoost model exhibits an approximately 3.9% increase in accuracy, 

along with a notable improvement of approximately 12.5% in precision, a 5.0% 

increase in recall rate, a 6% increase in F1 score, and a 5.2% increase in AUC value. 

These findings unequivocally demonstrate that the proposed ARFLGB-XGBoost 

model possesses outstanding classification performance. 

Although this study offers enhanced precision and efficiency in decision support 

for fraud prevention and combating, several limitations should be noted: (1) The 

research may be limited by the availability of ORS data, particularly concerning 

timeliness issues associated with ORS cases. Furthermore, potential biases or noise in 

the data could affect the model’s performance. (2) Micro factors, such as 

psychological influences on indicator characteristics from the perspective of victims, 

have not been comprehensively considered in the study of ORS indicators. (3) The 

analysis was exclusively based on ORS data, neglecting further exploration of other 

types of telecommunications fraud cases. 

In future research, we can further accumulate ORS case data to gain deeper 

insights into the trends of criminal development. Real-time tracking of this data will 

enable us to accurately understand changes in criminal activities. Once the data 

accumulates to a certain scale, we can leverage advanced Conditional Generative 

Adversarial Network (CGAN) technology for feature recognition, thereby enhancing 

the precision of fraud detection alerts. Additionally, the ORS alert algorithm can be 

extended to other domains such as finance, healthcare, and government management, 

providing solutions for a wider range of societal issues. 
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