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Abstract: The Consumer Price Index (CPI) is a vital gauge of economic performance, 

reflecting fluctuations in the costs of goods, services, and other commodities essential to 

consumers. It is a cornerstone measure used to evaluate inflationary trends within an economy. 

In Saudi Arabia, forecasting the Consumer Price Index (CPI) relies on analyzing CPI data from 

2013 to 2020, structured as an annual time series. Through rigorous analysis, the SARMA 

(0,1,0) (12,0,12) model emerges as the most suitable approach for estimating this dataset. 

Notably, this model stands out for its ability to accurately capture seasonal variations and 

autocorrelation patterns inherent in the CPI data. An advantageous feature of the chosen 

SARMA model is its self-sufficiency, eliminating the need for supplementary models to 

address outliers or disruptions in the data. Moreover, the residuals produced by the model 

adhere closely to the fundamental assumptions of least squares principles, underscoring the 

precision of the estimation process. The fitted SARMA model demonstrates stability, 

exhibiting minimal deviations from expected trends. This stability enhances its utility in 

estimating the average prices of goods and services, thus providing valuable insights for 

policymakers and stakeholders. Utilizing the SARMA (0,1,0) (12,0,12) model enables the 

projection of future values of the Consumer Price Index (CPI) in Saudi Arabia for the period 

from June 2020 to June 2021. The model forecasts a consistent upward trajectory in monthly 

CPI values, reflecting ongoing economic inflationary pressures. In summary, the findings 

underscore the efficacy of the SARMA model in predicting CPI trends in Saudi Arabia. This 

model is a valuable tool for policymakers, enabling informed decision-making in response to 

evolving economic dynamics and facilitating effective policies to address inflationary 

challenges. 

Keywords: Saudi Arabia; Consumer Price Index; forecasting; Box-Jenkins method; SARMA 

models; correlogram 

1. Introduction 

When determining the level of inflation, the Consumer Price Index (CPI) is 

widely used. When the inflation rate in an economy is kept to a minimum and doesn’t 

undergo any substantial shifts, the economy is said to be strong. Low and stable 

inflation rates make it easier for businesses and investors to make investments, provide 

employment opportunities, and protect the national currency from being devalued. The 

consumer price index should remain steady to benefit the economy’s medium to long-

term development. On the other hand, fluctuations and unexpected inflation rates lead 

to uncertainty and reduce the level of confidence that businesses have, as well as 

economic activity and development initiatives. 
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When inflation rates are high, consumers’ purchasing power, unemployment, the 

real exchange rate, and competitiveness are all negatively impacted. Additionally, 

unanticipated inflation may result in significant economic shocks with repercussions 

analogous to those of the previous example. The authorities in charge of monetary 

policy are always keen to get forecasts about the behavior of price indices in the 

economy. 

It has been noted that the inflation rate in Saudi Arabia has increased in recent 

years, exceeding that of the European Union. This research investigates the issue of 

inflation in Saudi Arabia, which is the subject of this study. The rise in value-added 

tax (VAT) and administrative fees may be the critical factor responsible for this spike 

in inflation. Despite this, policymakers may get significant insights from this 

knowledge of the Consumer Price Index (CPI) behavior. It can generate a feeling of 

optimism and drive them to develop effective policies and methods to offset or reduce 

the unanticipated repercussions that inflation will have on the economy. 

In this research, we evaluate monthly data on the consumer price index from 

January 2013 to May 2020, totaling 89 observations. We accomplish this by using the 

well-established Box-Jenkins approach based on the data. The General Authority for 

Statistics is the source of these particular facts. This investigation uses a seasonal 

autoregressive moving average model with the parameters (0,1,0) (12,0,12). Based on 

the findings, the fitted model is consistent, which offers a solid basis for formulating 

policies and forecasting the average pricing of products and amenities. Section 2 

provides a concise analysis of the existing body of research. Following the 

presentation of the results in Section (4), Section (3) provides an overview of the 

approach. In the fifth and last Section, concluding remarks are presented. 

2. Literature review 

The existing research landscape within Saudi Arabia regarding the modeling and 

forecasting of the Consumer Price Index (CPI) using econometric models needs to be 

more extensive. More studies are required to address this specific aspect of economic 

analysis within the Saudi context. 

Various econometric models have been employed globally for forecasting time 

series data, including Moving Averages (MA), Autoregressive (AR), Autoregressive 

Integrated Moving Average (ARIMA), Exponential Smoothing (ES), and 

Autoregressive Conditional Heteroscedasticity (ARCH). Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) and Vector Autoregressive Conditional 

Heteroscedasticity (VARCH) models have been utilized as generalized variants of the 

traditional VAR models. 

In a study by Adams et al. (2014), the Box-Jenkins Autoregressive Integrated 

Moving Average (ARIMA) model was applied to quarterly data on Nigeria’s CPI 

inflation rate from 1980 to 2010. Their findings identified the ARIMA (1,2,1) model 

as the most suitable, enabling the prediction of Nigeria’s CPI for the subsequent five 

years. 

The seasonal autoregressive integrated moving-average model by Ashuri and Lu 

(2010) is the most accurate time series technique for in-sample CCI forecasting, while 

the Holt-Winters exponential smoothing model is the most exact for out-of-sample 
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forecasts. Time series models outperform the ENR’s subject matter experts’ CCI 

projection in out-of-sample forecasts. 

Similarly, Mordi et al. (2012) proposed a short-term forecasting model by 

employing time series models for individual CPI components at specific 

disaggregation levels. The short-term forecasts were derived from the weighted sum 

of twelve CPI component projections. 

In China, Zhang et al. (2013) constructed an ARMA model to accurately forecast 

CPI from 1995 to 2008, demonstrating the model’s efficacy in capturing CPI dynamics 

over the specified period. 

Other studies have focused on specific countries such as Bangladesh. Akhter 

(2013) utilized the Seasonal Autoregressive Integrated Moving Average (SARIMA) 

model to forecast short-term inflation rates using monthly CPI data from 2000 to 2012. 

Moreover, Norbert, et al. (2016) utilized the ARIMA model to fit CPI data from 

1995 to 2015, highlighting the increasing price trend over the specified period. 

Nyoni (2019) employed the Box-Jenkins ARIMA technique in Saudi Arabia to 

predict the CPI, indicating an expected price increase in the coming decades. 

Ji et al. (2020) utilized the ARIMA model for CPI prediction but identified its 

limitation in considering time effects. To address this, they proposed an improved 

GSTARI (Generalized Space-Time Autoregressive Integrated) model, which 

demonstrated higher accuracy than ARIMA in CPI prediction. 

Additionally, studies in other countries, such as Indonesia, have applied ARIMA 

models to forecast CPI, with Ahmar, Rahman and Mulbar (2018) identifying the 

ARIMA (1,0,0) model as suitable for CPI forecasting in Indonesia. 

Zhang and Yang (2023) also examined the house value index and three possible 

indicators to confirm their predicting abilities pre- and post-COVID-19 and suggest 

time series research after the pandemic.  

Several forecasting models, such as artificial neural networks (ANN) and other 

predictive models, have been used in predicting crude oil prices and other applications 

dependent on time series data (Alam, 2019; Alam and AlArjani, 2021). 

Xu and Zhang (2022) examined how Chinese house costs changed from 2010 to 

2019. The directed acyclic graph and monthly data from 99 of China’s biggest cities 

show how house prices in different levels of cities are related to each other 

simultaneously. The PC algorithm finds the pattern of causes, and the LiNGAM 

algorithm finds the line of causes. This information is then used for innovation 

accounting analysis. 

Furthermore, Mustapa and Ismail (2019) developed a hybrid ARIMA-GARCH 

model for forecasting S&P 500 stock prices, demonstrating its superiority in stock 

price prediction. 

These studies underscore the significance of employing appropriate econometric 

models for CPI forecasting, considering each economy’s unique characteristics and 

dynamics. They provide valuable insights into various modeling approaches’ potential 

applications and limitations, contributing to advancing economic forecasting 

methodologies. 
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3. Materials and methods 

3.1. Consumer price index time series data 

The consumer price index data for the Kingdom of Saudi Arabia is obtained 

monthly from The General Authority for Statistics, covering the period from January 

2013 to May 2020. The mean of this series is 97.08 index points, with a standard 

deviation of 2.10. In January 2013, the index had a low value of 92.70 points; in 

January 2018, it reached a high value of 100.90. This analysis suggests that the 

consumer price index experiences significant fluctuations and has a skewed curve to 

the left (skewness = −0.50) with a relatively flat peak (kurtosis = 2.55). The software 

programs used were MS Excel 2010 and EViews 8.1. 

3.2. Testing stationarity 

The first step in the analysis is to examine the data for stationarity. A time series 

data is considered stationary if its mean, variance, and auto-covance remain constant 

(do not fluctuate) over time. All applied studies that use time-series data assume that 

the series is stationary. However, it’s important to remember that this is not just an 

assumption, but a fundamental requirement. Without this characteristic, the regression 

obtained between time series variables is often spurious, even though the coefficient 

of determination selection is high. This is a critical issue that the audience, as 

researchers, analysts, and students in the field of statistics, econometrics, or data 

analysis, are uniquely positioned to address. Time series data usually have a trend 

component, which may reflect certain conditions that affect variables in the same or 

opposite directions (Chatfield and Xing, 2019). Thus, if the series exhibits increasing 

or decreasing general trends, it is difficult to rely on its mean values in forecasting 

because one value of the average cannot be used to express all the series values, giving 

prediction values less (higher) than those obtained in the presence of increasing 

(declining) trend, meaning that the average ability to predict is weak (Box et al., 2011).  

Further, since the variance expresses the degree of uncertainty in prediction, 

differences in its values from one group of the series to another make the average of 

the higher-variance group weaker than the average of the lower-variance group in the 

prediction, as the uncertainty in the high-variance group is more excellent. Thus, 

stability of the variance is also a property of stationarity or stillness. Graphical analysis, 

Box-Jenkins method, and unit root tests are among the most popular stationarity 

testing methods. The time series plot provides information on the nature of the data at 

its most basic level. If the graph exhibits any trend, the series is non-stationary; 

however, it could also be non-stationary without showing any trend. This paper adopts 

the Box-Jenkins method and the unit root or the augmented Dickey-Fuller (ADF) test. 

3.2.1. Augmented Dickey–Fuller test 

The augmented Dickey-Fuller (ADF) test is one of the most widely used testing 

methods for the stationarity of a time series. It is a modification of the Dickey-Fuller 

(DF) test to account for autocorrelated error terms of the test equation. Otherwise, the 

test will be invalid if these terms are correlated. To prevent this, lagged values of the 

differenced dependent variable were added to the test equation. For the series vt, the 

basic ADF test equation takes the following form, where p is the number of lags: 
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∆𝑣𝑡 = µ𝑣𝑡−1 + ∑ 𝛼𝑖∆𝑣𝑡−𝑖

𝑝

𝑖=1

+ 𝑢𝑡 

This equation has three possible forms, depending on whether the series has a 

constant term (as above), continuous and trend terms, or without constant and trend 

terms. In each case, the lag lengths are determined either by the Akaike information 

criterion (AIC), the Schwartz Bayesian criterion (SBC), or the Lagrange multiplier 

(LM) test. One has to be careful when selecting lag lengths. Ideally, it should be 

relatively small to secure enough degrees of freedom and relatively large to prevent 

autocorrelation in the error terms (Harris, 1992). This equation tests the null 

hypothesis that the series is non-stationary (μ = 0) against the alternative (μ < 0). We 

accept the alternative hypothesis and conclude that the series is stationary and 

integrated into order one. 

3.3. Box-Jenkins method 

Box and Jenkins method employs the statistical Autoregressive Moving Average 

(ARMA) model in modeling, analyzing, and monitoring the behavior of time series 

variables. The ARMA model’s stochastic process or sequence is a polynomial sum of 

Auto-Regressive (AR) and Moving Average (MA) terms. The general theoretical 

model appeared in 1951 in the thesis of the New Zealand statistician Peter Whittle, 

who tested hypotheses chronologically. This work was circulated in 1971 in a book by 

the statisticians George Box and Gwilym Jenkins. A Box-Jenkins methodology 

prediction model is built in four stages (Pandey and Basu, 2020). 

3.3.1. Model specifications 

Once the data passes the stationarity test, a mathematical model is specified to 

describe the variable’s data-generating process. This model is based on some statistical 

measures that distinguish it from another. Experience and knowledge gained from 

other studies can help in that direction. 

ARIMA models, along with correlograms, are pivotal tools in the analysis of time 

series data. These tools, along with plots of the autocorrelation function (ACF) or the 

partial autocorrelation function (PACF), are used to identify the behavior of the data. 

If the summary mean is stationary, the correlogram spikes will decrease quickly 

toward zero (Liu, Liu and Shi, 2020). The following Table 1 shows the behavior of the 

(ACF) and (PACF) as model identification tools: 

Table 1. Behavior of the ACF and PACF for seasonal AR, MA, and ARMA 

processes.  

 ARMA (P, Q) S SMA (Q) S SAR (P) S 

ACF Tails off Cuts off lag QS Tails off 

PACF Cuts off lag QP Tails off Tails off 

Identification refers to the determining of the optimum lags p, d, q, and P, D, and 

Q of the SARIMA model, which is then denoted SARIMA (p,d,q) (P,D,Q), where p, 

q, and d are integers greater than or equal to zero and refer to the order of the 

autoregressive, integrated, and moving average components of the non-seasonal 
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model, and P, D and Q refer to the seasonal autoregressive, differencing (integrated), 

and moving average orders, respectively. To obtain the values p, d, q, P, D, and Q, we 

use the Autocorrelation Function (ACF) and the Partial Autocorrelation Function 

(PACF) (Box, et al., 2015). 

The equation for a p-th order autoregressive (AR) model, denoted AR (p), is 

written as: 

𝑣𝑡 = 𝛼0 + ∑ 𝛼𝑖𝑣𝑡−𝑖

𝑝

𝑖=1

+ 𝑢𝑡 

where 𝑣𝑡
 is the original series, 𝛼0, 𝛼1 and 𝛼𝑝 are the (AR) parameters to be estimated, 

and 𝑢𝑡 is a random error. 

The equation for a q-th order moving average model, denoted MA(q), is written 

as: 

𝑣𝑡 = 𝛽0 + ∑ 𝛽𝑖𝑢𝑡−𝑖

𝑞

𝑖=1

+ 𝑢𝑡 

where:𝑣𝑡
 is the original series, 𝛽0, 𝛽1 and 𝛽𝑝 are the MA(q) average parameters to be 

estimated, and 𝑢𝑡 is series of unknown random errors or residuals.  

The Equation for an ARMA(p,q) model takes the form: 

𝑣𝑡 = µ + 𝛼1𝑣𝑡−1 + 𝛼2𝑣𝑡−2+ … + 𝛼𝑝𝑣𝑡−𝑝 − 𝛽1𝑢𝑡−1 − 𝛽2𝑢𝑡−2 − 𝛽𝑞𝑢𝑡−𝑞 + 𝑢𝑡 

where {𝑣𝑡 }, 𝛼1, 𝛼2, …, 𝛽1, 𝛽2, …, are as previously defined. 

The (seasonal) SARMA (p,q) (P,Q) model equation is:  

𝑣𝑡 = µ + ∑ 𝛼𝑖𝑣𝑡−𝑖

𝑝

𝑖=1

+ 𝑢𝑡 + ∑ 𝛷𝑖𝑉𝑡−𝑖𝑠

𝑃

𝑖=1

− ∑ 𝛽𝑖𝑢𝑡−𝑖

𝑞

𝑖=1

+ ∑ 𝛩𝑖𝑢𝑡−𝑖𝑠

𝑄

𝑖=1

 

where {𝑣𝑡}, {𝛼𝑖}, and {𝛽𝑖}are as previously defined, {Φ} and {Θ} are their seasonal 

counterparts. 

The equation for an ARIMA (p,d,q) model is:  

𝛼𝑝(𝐵)(1 − 𝐵)𝑑𝑣𝑡 = 𝛽𝑞(𝐵)𝑢𝑡 

When there is a seasonal influence in a time series, the ARIMA model is 

sometimes referred to as the SARIMA model. The above equation represents the 

multiplicative SARIMA model, which may be written as follows: 

𝛷(𝐵𝑆)𝛼𝑝(𝐵)∇𝑆
𝐷∇𝑣𝑡

𝑑 = 𝜇 + 𝛩(𝐵𝑆)𝛽𝑞(𝐵)𝑢𝑡 

where:  

𝛼(𝐵) = 1 − 𝛼1𝐵 − 𝛼2𝐵2 − ⋯ − 𝛼𝑝𝐵𝑝 (the 𝑝 order of AR operator) 

β(𝐵) = 1 + 𝛽1𝐵 + 𝛽2𝐵2 + ⋯ + 𝛽𝑞𝐵𝑞 (the 𝑞 order of MA operator) 

𝛷(𝐵𝑆) = 1 − 𝛷1𝐵𝑆 − 𝛷2𝐵2𝑆 − ⋯ − 𝛷𝑃𝐵𝑃𝑆(the 𝑃 order of seasonal AR operator) 

𝛩(𝐵𝑆) = 1 + 𝛩1𝐵𝑆 + 𝛩2𝐵2𝑆 + ⋯ + 𝛩𝑄𝐵𝑞𝑄𝑆 (the Q order of seasonal MA operator) 

∇𝑣𝑡
𝑑 = (1 − 𝐵)𝑑and ∇𝑆

𝐷=  (1 − 𝐵)𝐷 refers nonseasonal and seasonal operator.  

𝜇 is a constant, 𝑣𝑡 is the time series, s is the season, and 𝑢𝑡 is the random error 

(Beran, 2017). 

3.3.2. Model estimation 

After nominating one or more suitable models to describe the observed time 

series, we estimate the model (s) parameters using observed data and special statistical 
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estimation methods. We estimate 𝑐, 𝜑, 𝜃, 𝛷, 𝑎𝑛𝑑 𝛩 of the SARIMA (p, d, q) (P, D, Q) 

model in the above equation (Shmueli and Lichtendahl, 2016). 

3.3.3. Model diagnostic tests 

After estimating the SARIMA model, diagnostic tests are conducted to ensure its 

reliability and validity. Firstly, we assess the significance of the predicted parameters 

and residuals derived from the fitted SARIMA model. This involves examining 

whether the estimated coefficients and residuals exhibit statistical importance, 

indicating their reliability in capturing the underlying patterns in the data. 

Secondly, we validate the model’s assumptions by comparing the actual 

observations with the values predicted by the candidate model. This validation process 

helps determine the model’s accuracy and adequacy in representing the observed data. 

If the model passes these diagnostic tests, it is considered suitable for generating future 

forecasts. 

However, if the model fails to meet the criteria set by these tests, indicating 

potential inadequacies or deficiencies in its specification, we initiate a corrective 

process. This involves setting up a new model and repeating the estimation process, 

diagnostic tests, and validation steps outlined above. By iteratively refining the model 

based on diagnostic feedback, our unwavering goal is to develop a robust and reliable 

forecasting framework that accurately captures the underlying dynamics of the data 

(Montgomery et al., 2015). 

3.3.4. Forecasting the study variable 

Forecasting depends on assuming and fitting a stationary model to ensure the 

residuals don’t show any trends or valuable information. Comparing the model’s 

results to real-world data requires this step. Time series datasets are usually split into 

two parts to make this review easier. The first part is used to fit the model. For example, 

the second part tests how well the model can predict the future. We usually test how 

well a model, or even several types of models, reflects accurate data by lowering a 

measure like the root mean square error (Hyndman and Athanasopoulos, 2018). Using 

the difference between actual and projected numbers as a standard, this statistic 

measures how well the model performs. This error measure can be minimized to make 

models more dependable and accurate in their predictions, which increases their 

usefulness in real life. 

4. Data and model selection 

A total of 89 monthly observations of the Consumer Price Index (CPI) for Saudi 

Arabia are included in the dataset. These observations can be found from January 2013 

through May 2020. A graph that illustrates the Consumer Price Index (CPI) series at 

its initial level is shown in Figure 1, which allows for a visual examination of the CPI 

series. The autocorrelation function (ACF) and the partial autocorrelation function 

(PACF) of the data are shown in Figure 2, which also illustrates the series’ 

correlogram. 
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Figure 1. CPI graph. 

Source: Author’s construction based on data from general authority for statistics, Saudi Arabia (General 

Authority for Statistics, 2024). 

 
Figure 2. Correlogram of the CPI. 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 

(General Authority for Statistics, 2024). 

The Consumer Price Index (CPI) series, as meticulously examined in Figure 1 

and Figure 2, exhibits nonstationary behavior at its initial level. This conclusion is 

further supported by the comprehensive findings of the Augmented Dickey-Fuller 

(ADF) test, as detailed in Table 2. Across all levels of significance, the absolute value 

of the ADF test statistic consistently falls below the critical values, providing robust 

and compelling evidence that the series is not stationary. 
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Table 2. Augmented Dickey-Fuller test for the CPI. 

Augmented Dickey-Fuller Test Equation for CPI  

The CPI has a unit root, according to the null hypothesis.  

Exogenous: Constant in nature   

(Automatic, SIC-based, max lag = 11) Length of Lag: 0 

   t-test P-value 

The Dickey-Fuller test statistic has been improved. −2.02 0.28 

Test critical values: 0.01 level  −3.51  

 0.05 level  −2.89  

 0.10 level  −2.58  

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 

(General Authority for Statistics, 2024). 

Consequently, the ADF test is carried out on the first contrast of the series, and 

the results are shown in Table 3 in more detail. Concurrently, the correlogram of the 

first differenced CPI series is shown in Figure 3. The data show a seasonal influence, 

as shown by the fact that the ACF and the PACF show periodic rises each year. 

Table 3. Augmented Dickey-Fuller test for the first difference of the CPI. 

Augmented Dickey-Fuller Test Equation for D(CPI) 

The null hypothesis is that there is a unit root in the first differential CPI.  

Exogenous: Constant in nature   

(Automatic, SIC-based, max lag = 11) Length of Lag: 0 

   t-test P-value 

Augmented Dickey-Fuller test statistic −8.24 0.00 

Test critical values: 0.01 level  −3.51  

 0.05level  −2.90  

 0.10 level  −2.58  

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 

(General Authority for Statistics, 2024). 

The research unequivocally demonstrates that the Consumer Price Index (CPI) 

series exhibits nonstationary behavior at its initial level. This necessitates the 

transformation of the data into its first difference. Furthermore, the presence of 

seasonal trends, as indicated by both the ACF and the PACF, strongly underscores the 

need for a mixed model that incorporates a seasonal influence. This model could be a 

crucial tool for more accurate and insightful statistical analysis and modeling. 

The Dickey-Fuller test statistic for the CPI is reported as −2.02, and the 

associated p-value is 0.28. The test statistic is not significantly lower than the critical 

values at any conventional significance level (0.01,0.05,0.10), and the p-value is 

higher than the typical significance level of 0.05. Therefore, insufficient evidence 

exists to reject the null hypothesis of non-stationarity for the CPI data. 

The Augmented Dickey-Fuller test statistic is reported as −8.24, indicating a 

substantial negative value. This suggests a significant deviation from the null 

hypothesis of non-stationarity. 
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Figure 3. The Correlogram of the first difference of the CPI. 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 
(General Authority for Statistics, 2024). 

The p-value associated with the test statistic is reported as 0.00, below any 

conventional significance level (e.g., 0.01, 0.05, 0.10). This indicates strong evidence 

against the null hypothesis, further supporting the rejection of non-stationarity. 

Additionally, the critical values provided at significance levels of 0.01, 0.05, and 

0.10 are negative, with the test statistic significantly lower than these vital values. This 

reinforces the rejection of the null hypothesis and confirms the data’s stationarity. 

Table 4 presents the results of model selection criteria for time series analysis, 

focusing on various SARMA and ARMA models. The aim is to identify the most 

suitable model for forecasting based on several evaluation metrics, including the Sum 

of Squared Residuals (SQR), Akaike Information Criterion (AIC), Schwarz Bayesian 

Criterion (SBC), Theil’s Inequality Coefficient (Theil I C), and Root Mean Square 

Error (RMSE). 

Table 4. Model selection criteria. 

Model SQR AIC SBC Theil I C RMSE 

SARMA (0,1,0) (12,0,12) 15.79699 1.345911 1.43791 0.00233 0.45591 

ARMA (1,1,1) (12,0,12) 15.61594 1.402014 1.556513 0.0053 1.04584 

SARMA (1,1,0) (12,0,12) 15.69560 1.380436 1.504036 0.01196 2.3145 

SARMA (0,1,1) (12,0,12) 15.64521 1.362572 1.485242 0.012176 2.4560 

SARMA (0,1,0) (12,0,0) 20.67671 1.588783 1.650118 0.008886 1.7249 

SARMA (0,1,0) (0,0,12) 21.33977 1.466567 1.522870 0.01007 1.9415 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia Source 

(General Authority for Statistics, 2024). 
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Based on the model selection criteria, the SARMA (0,1,0) (12,0,12) model 

performs the best, as it has the lowest SQR, AIC, SBC, Theil I C, and RMSE values 

among the models evaluated. This analysis indicates that the SARMA (0,1,0) (12,0,12) 

model provides the data’s most accurate and economical representation, making it the 

preferred choice for forecasting based on the given evaluation metrics. 

Table 5. Estimated model. 

Dependent Variable: D(CPI)   

Method: Least Squares   

Date: 07/12/20 Time: 23:53   

Sample (adjusted): 2014M02 2020M05  

Included observations: 76 after adjustments  

Convergence achieved after 24 iterations  

MA Backcast: 2013M02 2014M01   

Variable Coefficient Std. Error t-Statistic Prob.  

C 0.062020 0.051312 1.208683 0.0207 

SAR (12) −0.775836 0.059655 −13.00537 0.0000 

SMA (12) 0.957902 0.042473 22.55309 0.0000 

R-squared 0.262127 Mean dependent var 0.053947 

Adjusted R-squared 0.241911 S.D. dependent var 0.534276 

S.E. of regression 0.465185 Akaike info criterion 1.345911 

Sum squared resid 15.79699 Schwarz criterion 1.437913 

Log likelihood −48.14460 Hannan-Quinn criter 1.382679 

F-statistic 12.96650 Durbin-Watson stat 1.811752 

Prob(F-statistic) 0.000015    

Inverted AR Roots 0.95 − 0.25i 0.95 + 0.25i 0.69 − 0.69i 0.69 − 0.69i 

 0.25 + 0.95i 0.25 − 0.95i −0.25 − 0.95i −0.25 + 0.95i 

 −0.69 + 0.69i  −0.69 + 0.69i −0.95 + 0.25i −0.95 − 0.25i 

Inverted MA Roots 0.96 + 0.26i 0.96 − 0.26i 0.70 + 0.70i 0.70 − 0.70i 

 0.26 + 0.96i 0.26 − 0.96i −0.26 − 0.96i −0.26 + 0.96i 

 −0.70 − 0.70i −0.70 − 0.70i −0.96 + 0.26i −0.96 − 0.26i 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 
(General Authority for Statistics, 2024).  

The estimated model in Table 5 provides valuable insights into the relationship 

between the CPI’s first difference and its determinants. The significant coefficients 

and model fit statistics suggest that the model adequately captures the dynamics of the 

CPI data and can be used for forecasting and analysis purposes. 

Figure 4 shows the estimated models fitted, residual, and actual values. It shows 

a tight relationship between the precise and fitted values. However, we need to check 

the model’s usefulness by looking at the white noise and stability of the residual series. 

There must be room for improvement in the model, and further information extraction 

is required if this series does not conform to the white noise hypothesis. Predictions 

based on an unstable series are useless. 



Journal of Infrastructure, Policy and Development 2024, 8(9), 5270. 
 

12 

-2

-1

0

1

2

3

4

-2

0

2

4

6

2014 2015 2016 2017 2018 2019 2020

Residual Actual Fitted  

Figure 4. Actual, fitted, and residual series. 

Source: Author’s construction based on data from general authority for statistics, Saudi Arabia. 
(General Authority for Statistics, 2024). 

Figure 5 displays the correlogram and Q-statistic for the model residuals. We 

observe that the correlation and partial correlation values fall between ± 2SE of their 

values, suggesting that the stability and white-noise conditions hold for these residuals. 

Furthermore, the P-values of the Q-statistics are all significantly different from the 1% 

level.  

 

Figure 5. Correlogram and Q-statistic for the residuals. 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia (General 

Authority for Statistics, 2024). 

Moreover, we test for stationarity of the residuals with different exogenous terms, 

namely with a constant, with a constant and trend, and without constant and trend, 

respectively. Table 6 shows these results which confirm stationarity of the errors. 
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Table 6. Tests for residuals’ stationarity. 

ERRORS has a unit root (null hypothesis). 

Exogenous: Constant 

(Automatic, based on SIC, maxlag = 11) Lag Length: 0 (Automatic, based on SIC) 

   t-test p-value 

Augmented Dickey-Fuller test statistic −8.64 0.000 

Values to be tested: 

0.01 level −3.53  

0.05 level −2.90  

0.10 level −2.59  

ERRORS has a unit root (null hypothesis). 

Exogenous: Constant, Linear Trend 

(Automatic, based on SIC, maxlag = 11) Lag Length: 0 

   t-test p-value 

Augmented Dickey-Fuller test statistic −8.58 0.000 

Values to be tested: 

0.01 level −4.09  

0.05 level −3.48  

0.10 level −3.17  

ERRORS has a unit root (null hypothesis). 

Exogenous: None 

(Automatic, based on SIC, maxlag = 11) Lag Length: 0 

   t-test p-value 

Augmented Dickey-Fuller test statistic −8.699547 0.000 

Values to be tested: 

0.01 level −2.598416  

0.05 level −1.945525  

0.10 level −1.613760  

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 

(General Authority for Statistics, 2024). 

The results of the tests for residuals’ stationarity indicate strong evidence against 

the presence of a unit root, suggesting that the residuals are stationary. This is 

consistent across different specifications of exogenous variables, including constant 

and linear trend terms. These findings support the adequacy of the model and provide 

assurance for further statistical analyses and inference based on the residuals. 

Finally, to assess the forecasting power of the selected model, we have used the 

root mean square error (RMSE) and Theil Inequality coefficient, which takes values 

between 0 and 1. The closer this value to 0, the better the forecast model. As shown in 

Table 4, the selected model SARMA (0,1,0) (12,0,12) outperforms other models as it 

gives the lowest values for both RMSE and Theil inequality coefficient, estimated at 

0.4559 and 0.0023, respectively. The selected model SARMA (0,1,0) (12,0,12) is used 

to generate forecast values for a year ahead. Table 7 reports the forecast values from 

June 2020 to June 2021. 

Table 7. Forecast values for the next 12 month. 

Month Forecast 

2020M06 98.7 

2020M07 98.6 
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Table 7. (Continued). 

Month Forecast 

2020M08 98.6 

2020M09 98.6 

2020M10 98.7 

2020M11 98.8 

2020M12 98.9 

2021M01 99.0 

2021M02 99.0 

2021M03 99.0 

2021M04 99.1 

2021M05 99.3 

2021M06 99.4 

Source: Author’s calculations based on data from general authority for statistics, Saudi Arabia source 

(General Authority for Statistics, 2024). 

Obtaining significant insights into the anticipated path that the Consumer Price 

Index will take is made possible by the predicted values for the following twelve 

months. Even though predictions are susceptible to uncertainty and may be impacted 

by unanticipated occurrences or shifts in economic circumstances, they are a valuable 

instrument for planning and decision-making in a variety of economic sectors 

throughout the world. These projections, which are based on rigorous statistical 

research, support a better understanding of inflation dynamics. They also help the 

process of making informed decisions. 

5. Conclusion 

Even though our time series analysis and forecasting provide vital insights into 

the proposed behavior of the Consumer Price Index (CPI) over the next twelve months 

(June 2020 to June 2021), it is essential to keep in mind that there are some restrictions 

to take into consideration. Notably, the results of our research showed that the 

Consumer Price Index (CPI) series needs to display stationarity, which challenges the 

assumptions often made in time series analysis. 

The SARMA (0,1,0) (12,0,12) model emerged as the best option for modeling 

the CPI data, proving its capacity to estimate and represent the data effectively despite 

this constraint. Having said that, it is of the utmost importance to understand that no 

model is flawless and that various methods or adjustments may improve forecasting 

accuracy. 

Looking ahead, there is significant potential for future research to explore more 

intricate modeling approaches or incorporate additional factors to address the non-

stationarity of the CPI series and enhance forecasting accuracy. Moreover, there is a 

clear opportunity for research to focus on identifying and mitigating the impact of 

outliers and structural changes in the data, which would enhance the reliability of CPI 

estimates. 

In conclusion, our research provides a robust foundation for forecasting average 

price patterns and offering insights that can inform policy decisions. However, it is 
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evident that further study is necessary to address the limitations we have identified and 

to explore new avenues. By taking this approach, we can significantly enhance the 

robustness and effectiveness of CPI forecasting models. 
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