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Article 

An enthalpy method for heat conduction in tube containing phase change 

material 

G. A. Evangelakis1,2, I. E. Lagaris3,*, D. G. Papageorgiou3, C. Prouskas3 

1 Department of Physics, University of Ioannina, Ioannina 45110, Greece 
2 Institute of Materials Science and Computing, Ioannina 45110, Greece 
3 Department of Computer Science and Engineering, University of Ioannina, Ioannina 45110, Greece 

* Corresponding author: I. E. Lagaris, lagaris@uoi.gr

Abstract: We present an innovative enthalpy method for determining the thermal properties 

of phase change materials (PCM). The enthalpy-temperature relation in the “mushy” zone is 

modelled by means of a fifth order Obreshkov polynomial with continuous first and second 

order derivatives at the zone boundaries. The partial differential equation (PDE) for the 

conduction of heat is rewritten so that the enthalpy variable is not explicitly present, rendering 

the equation nonlinear. The thermal conductivity of the PCM is assumed to be temperature 

dependent and is modelled by a fifth order Obreshkov polynomial as well. The method has 

been applied to lauric acid, a standard prototype. The latent heat and the conductivity 

coefficient, being the model parameters, were retrieved by fitting the measurements obtained 

through a simple experimental procedure. Therefore, our proposal may be profitably used for 

the study of materials intended for heat-storage applications. 

Keywords: enthalpy; moving boundaries; phase-change materials; nonlinear optimization; 

thermal conductivity; latent heat 

1. Introduction

Phase Change Materials (PCMs), have been widely used in several applications

[1–5] that exploit the released (or absorbed) energy during a phase transition. PCMs 

allow for latent heat utilization and have attracted the keen interest of the heat-storage 

engineering community. Naturally, the determination of the PCM thermal properties 

is of major importance for designing effective thermal depositories. Although the heat 

transfer equation could in principle describe accurately the charging (or discharging) 

process of a PCM, the temperature activated phase change, renders the problem highly 

nonlinear and its solution non trivial. This in turn, incommodes the determination of 

the specific and latent heat as well as of the thermal conductivity, i.e., the crucial 

parameters for the design of an effective heat-storage system. Indeed, significant effort 

has been devoted in developing techniques for the reliable determination of PCMs’ 

thermal properties, the most common ones being the Differential Scanning 

Calorimetry (DSC) [6], the T-History method [7] and its variants [8–12]. Nevertheless, 

these methods suffer from several problems regarding reproducibility, accuracy and 

robustness [13], qualities that become even more important in the case of mixed PCMs 

that are widespread in practical applications. In particular, the determination of PCM’s 

thermal conductivity, in the full operational temperature range, still remains a 

challenge. 
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The aim of the present work is to provide a framework facilitating the reliable 

determination of PCM’s thermal properties, by means of simple experiments coupled 

to an analysis based on a theoretical model. 

In the following, we describe the simple experimental setup, the associated heat 

conduction equation along with the proper boundary and initial conditions, and we 

detail the employed numerical technique. 

2. Description of the approach

The procedure we follow consists of the following steps: i) The PCM is initially

prepared to be in liquid state at a predefined temperature. Next, it is cooled by 

immersion in a heat-bath that is maintained at a lower temperature, and standard T-

History measurements are performed to obtain the enthalpy—temperature curve 

within a temperature range where the liquid solidifies and is further cooled down to 

the heat-bath’s temperature. From this curve we determine the liquid and solid regions, 

and using simple energy considerations (described by Yinping et al. and Hong et al. 

[7,8]), we obtain the corresponding specific heats for each region, cp
l and cp

s, by fitting 

the theoretical predictions to the experimental curves, provided that the corresponding 

densities are known. ii) From the obtained temperature versus time curves in the liquid 

and solid regions, and using the determined specific heats, we deduce the 

corresponding thermal conductivities, kl and ks. iii) The latent heat is calculated using 

the proposed models that are described below. 

2.1. Thermal conductivity model, and latent heat enthalpy-based model 

We consider a system of a long glass-tube containing a Phase Change Material 

(PCM). The tube’s inner and outer radii are respectively denoted by 𝑅1  and 𝑅2  in

Figure 1. Let 𝑇𝑙  and 𝑇𝑠 be the PCM’s liquidation and solidification temperatures. The

system is brought initially at a temperature 𝑇0 > 𝑇𝑙 , so that the PCM is in liquid state,

and subsequently is immersed in a heat bath maintained at a constant temperature 𝑇1 <

𝑇𝑠.

Figure 1. Geometrical representation of the model system. 

The temperature “zone” 𝑇 ∈ [𝑇𝑠, 𝑇𝑙], is referred to as the “mushy” zone, where

the material is in a “mixed” state, and it is in fact the temperature region where the 

latent heat is released upon cooling, and therefore, it will be used for its determination. 

The temperature depends on both time and position. The position is measured from 
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the tube’s axis, and is denoted by r. Due to cylindrical symmetry there is no angular 

dependence, and since the tube is long compared to its radial extent, z-dependence 

may be neglected. 

At 𝑟 = 𝑅2, the temperature is known to be 𝐽(𝑡), ∀𝑡 > 0. Let the subscripts p and

g refer to PCM and glass quantities correspondingly. Then, the governing equations 

for heat conduction may be written as: 

( )
( )

( ) ( ) ( ) ( )
 

22

12

, , , ,1
, r 0,

p p

p p

H r t dk TT r t T r t T r t
k T R

t r r r dT r


     
= + +    

     
(1) 

( ) ( ) ( )
 

2

1 22

, , ,1
, r ,g g g

T r t T r t T r t
c k R R

r r r r


   
= +  

   
(2) 

where 𝐻𝑝(𝑟, 𝑡) is the enthalpy function of the PCM. Let the quantities 𝑐𝑝
𝑠, 𝑐𝑝

𝑙 , 𝐿 denote

its specific heats in the solid and liquid phases and the latent heat per unit mass. 

As the apparatus is immersed in the heat-bath, consisting of a tank filled with 

water, the temperature on the outer glass surface of the tube is not constant for a 

considerable amount of time. Hence this temperature T(R2,t) is measured and recorded. 

Also the temperature at the tube’s axis, T(0,t) is measured and recorded as well. Since 

analytical solutions for such a system do not exist, we will resort to numerical 

approximate solutions. 

Heat conduction through PCMs is a highly nonlinear “moving boundary” 

problem. The boundary that is moving is the interface between the solid and liquid 

phase and on which special conditions must be satisfied. 

“Front-tracking” methods, monitor the motion of the solid-liquid interface and 

require the satisfaction of the associated conditions on this moving boundary. A 

discretization grid is employed, and since the interface position will not always fall on 

a grid point, either interpolation, or a variable time step, or even a time-dependent grid 

is employed to accommodate this requirement. These approaches are complicated, 

have accuracy issues, and their implementation is quite cumbersome if feasible at all. 

“Front-fixing” methods apply a variable transformation to immobilize the 

interface in the new coordinate system. However, the arising equations are even more 

complicated.  

The enthalpy method is a “fixed-domain” method based on a reformulation of the 

heat conduction equation adopting a model for the enthalpy-temperature relationship. 

In this approach the solid-liquid interface does not explicitly appear and hence the 

difficulties due to the moving boundary are avoided. Based on this idea a variety of 

similar methods have been developed. We have chosen the enthalpy approach because 

it simplifies the numerical work and provides a direct modelling interpretation. The 

purpose of this study is to explore the possibility to reliably deduce PCM’s properties 

(i.e., latent heat, thermal conductivity, specific heat, critical temperature, etc.) from 

the available measurements alone. 

The enthalpy may be modelled as: 

3 
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( ) ( )

( )

,

,

,

s

p s

p p s l

l s

p l p s l

c T if T T

H T T if T T T

c T T c T if T T

 


=  


− + +  L

H (3) 

where 𝐻𝑝(𝑇) is a fifth order polynomial in T [14], so as to match the enthalpy and its

first and second derivatives at the endpoints of the mushy zone: 𝑇 ∈ [𝑇𝑠, 𝑇𝑙].

𝐻𝑝(𝑇) = 𝑐𝑝
𝑠𝑇 + 𝐴3 (

𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
3

+ 𝐴4 (
𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
4

+ 𝐴5 (
𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
5

(4) 

Letting 𝛥 = 𝑇𝑙 − 𝑇𝑠, one obtains:

𝐴3 = 10𝐿 − 𝛥(6𝑐𝑝
𝑠 + 4𝑐𝑝

𝑙 ) (5) 

𝐴4 = −15𝐿 + 𝛥(8𝑐𝑝
𝑠 + 7𝑐𝑝

𝑙 ) (6) 

𝐴5 = 6𝐿 − 3𝛥(𝑐𝑝
𝑠 + 𝑐𝑝

𝑙 ) (7) 

The derivative of the model function is given by: 

𝑄𝑝(𝑇) ≡
𝑑𝐻𝑝(𝑇)

𝑑𝑇
=

{

𝑐𝑝
𝑠,  𝑖𝑓 𝑇 < 𝑇𝑠

𝑑ℋ𝑝(𝑇)

𝑑𝑇
,  𝑖𝑓 𝑇𝑠 ≤ 𝑇 ≤ 𝑇𝑙

𝑐𝑝
𝑙 ,  𝑖𝑓 𝑇 > 𝑇𝑙

(8) 

Note that in Equation (1) we can substitute: 
𝜕𝐻𝑝(𝑟,𝑡)

𝜕𝑡
=

𝑑𝐻𝑝(𝑇)

𝑑𝑇

𝜕𝑇(𝑟,𝑡())

𝜕𝑡

Therefore Equation (1) may be rewritten as: 

( ) ( ) ( ) ( )

( )

( ) ( )
 

22

12

, t , t , t , t1 1
, 0,

(T) dT

p p

p

p p

k T dk TT r T r T r T r
r R

t Q t r r Q T r


     
= + +     

     
(9) 

Now for the conductivity as a function of the temperature we use a fifth order 

polynomial for 𝑇 ∈ (𝑇𝑠, 𝑇𝑙) that is continuous at the mushy zone endpoints along with

its first and second derivatives. Namely: 

𝑘𝑝(𝑇) = {

𝑘𝑝
𝑠 , 𝑖𝑓𝑇 < 𝑇𝑠
𝐾𝑝(𝑇), 𝑖𝑓𝑇𝑠 ≤ 𝑇 ≤ 𝑇𝑙

𝑘𝑝
𝑙 , 𝑖𝑓𝑇 > 𝑇𝑙

(10) 

With 

𝐾𝑝(𝑇) = 𝑘𝑝
𝑠 + (𝑘𝑝

𝑙 − 𝑘𝑝
𝑠) [10 (

𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
3

− 15 (
𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
4

+ 6 (
𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

)
5

] (11) 

Adopting the following definitions: 

𝑓(𝑇) ≡
𝑘𝑝(𝑇)

𝜌𝑝𝑄𝑝(𝑇)
𝑎𝑛𝑑𝑔(𝑇) ≡

𝑑𝑘𝑝(𝑇)

𝑑𝑇

1

𝜌𝑝𝑄𝑝(𝑇)
(12) 

Equation (9) may be rewritten as: 
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( )
( )

( ) ( )
( )

( )
 

22

12

, t , t , t , t1
, 0,

T r T r T r T r
f T g T r R

t r r r r

     
= + +     

     

 (13) 

2.2. Initial, boundary, and interface conditions 

At the origin, due to azimuthal symmetry, the following Neumann condition 

holds: 

𝜕𝑇(𝑟, 𝑡())

𝜕𝑟
|𝑟=0| (14) 

At the PCM-glass interface, continuity of temperature and heat-flux requires that: 

𝑇(𝑅1 − 𝜀, 𝑡) = 𝑇(𝑅1 + 𝜀, 𝑡) (15) 

𝑘𝑝(𝑇)
𝜕𝑇(𝑟, 𝑡())

𝜕𝑟
|𝑟=𝑅1−𝜀 𝑘𝑔(𝑇)

𝜕𝑇(𝑟, 𝑡())

𝜕𝑟
|𝑟=𝑅1+𝜀|| (16) 

At the outer tube boundary, we have: 

𝑇(𝑅2, 𝑡) = 𝐽(𝑡) (17) 

And initially, i.e., at t = 0: 

( )  0 2,0 , 0,RT r =  (18) 

2.3. Discretization 

Let 𝑛 + 1 points 𝑟𝑖, 𝑖 = 0,1,… , 𝑛 be the grid for 𝑟 ∈ [0, 𝑅1] which is the space

filled by the PCM, and let 𝑚 + 1 points 𝑟𝑛+𝑗, 𝑗 = 0,1,… ,𝑚 be the grid over the glass

part, i.e., for  1 2,Rr R . 

𝑟𝑖 = 𝑖ℎ ≡
𝑖

𝑛
𝑅1, ∀𝑖 = 0,1, … , 𝑛 (19) 

𝑟𝑛+𝑗 = 𝑅1 + 𝑗𝛿 ≡ 𝑅1 +
𝑗

𝑚
(𝑅2 − 𝑅1), ∀𝑗 = 0,1, … ,𝑚 (20) 

Space derivatives are estimated by central differences as: 

𝜕𝑇(𝑟, 𝑡)

𝜕𝑟
≈
𝑇(𝑟 + 𝑠, 𝑡) − 𝑇(𝑟 − 𝑠, 𝑡)

2𝑠
(21) 

𝜕2𝑇(𝑟, 𝑡)

𝜕𝑟2
≈
𝑇(𝑟 + 𝑠, 𝑡) + 𝑇(𝑟 − 𝑠, 𝑡) − 2𝑇(𝑟, 𝑡)

𝑠2
(22) 

And the time derivative by forward differences as: 

𝜕𝑇(𝑟, 𝑡)

𝜕𝑡
≈
𝑇(𝑟, 𝑡 + 𝜏) − 𝑇(𝑟, 𝑡)

𝜏
(23) 

In order to solve Equations (2) and (9), we have chosen the implicit and 

unconditionally stable Crank-Nicolson scheme. We use the following notation:  

5 
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𝑇𝑖
𝑗
= 𝑇(𝑟𝑖, 𝑗𝜏), 𝑓𝑖

𝑗
= 𝑓(𝑇𝑖

𝑗
), 𝑔𝑖

𝑗
= 𝑔(𝑇𝑖

𝑗
), and 𝑎𝑔 =

𝑘𝑔

𝜌𝑔𝑐𝑔

At 𝑟 → 0,
𝜕2𝑇(𝑟,𝑡)

𝜕𝑟2
+
1

𝑟

𝜕𝑇(𝑟,𝑡)

𝜕𝑟
=

4

ℎ
2 (𝑇((ℎ, 𝑡) − 𝑇(0, 𝑡))) =

4

ℎ
2 (𝑇1

𝑗
− 𝑇0

𝑗
)  for 𝑡 =

𝑗𝜏 

The Crank-Nicolson scheme yields [15,16]: 

𝑇𝑖
𝑗+1

= 𝑇𝑖
𝑗
+
𝜏

2
[𝑓(𝑇𝑖

𝑗+1
)𝛻2𝑇𝑖

𝑗+1
+ 𝑓(𝑇𝑖

𝑗
)𝛻𝑇𝑖

𝑗
]

+
𝜏

2
[𝑔(𝑇𝑖

𝑗+1
) (
𝜕𝑇𝑖

𝑗+1

𝜕𝑟
)

2

+ 𝑔(𝑇𝑖
𝑗+1
)(
𝜕𝑇𝑖

𝑗+1

𝜕𝑟
)

2

] , ∀𝑖 ∈ [0, 𝑛] 
(24) 

𝑇𝑖
𝑗+1

= 𝑇𝑖
𝑗
+
𝜏𝑎𝑔

2
[𝛻2𝑇𝑖

𝑗+1
+ 𝛻2𝑇𝑖

𝑗
], ∀𝑖 ∈ [𝑛, 𝑛 +𝑚] (25) 

For 𝑖 = 0 Equation (24) may be rewritten as: 

𝑇0
𝑗+1

−
2𝜏

ℎ
2
𝑓0
𝑗+1
(𝑇1

𝑗+1
− 𝑇0

𝑗+1
) = 𝑇0

𝑗
+
2𝜏

ℎ
2
𝑓0
𝑗
(𝑇1

𝑗
− 𝑇0

𝑗
) (26) 

For 1,2, , 1i n= − Equation (24) takes the form: 

(1+
𝜏

ℎ
2
𝑓𝑖
𝑗+1
)𝑇𝑖

𝑗+1
−

𝜏

2ℎ
2
𝑓𝑖
𝑗+1

((1+
1

2𝑖
) 𝑇𝑖+1

𝑗+1
+ (1−

1

2𝑖
) 𝑇𝑖−1

𝑗+1
)

−
𝜏

8ℎ
2
𝑔𝑖
𝑗+1
(𝑇𝑖+1

𝑗+1
− 𝑇𝑖−1

𝑗+1
)
2

= (1−
𝜏

ℎ
2
𝑓𝑖
𝑗
)𝑇𝑖

𝑗
+

𝜏

2ℎ
2
𝑓𝑖
𝑗
((1+

1

2𝑖
) 𝑇𝑖+1

𝑗
+ (1−

1

2𝑖
) 𝑇𝑖−1

𝑗
)

+
𝜏

8ℎ
2
𝑔𝑖
𝑗
(𝑇𝑖+1

𝑗
− 𝑇𝑖−1

𝑗
)
2

(27) 

For i n=  using the interface conditions (15,16) we obtain the relation: 

𝑘𝑝(𝑇𝑛
𝑗+1
)
𝑇𝑛
𝑗+1

− 𝑇𝑛−1
𝑗+1

ℎ
− 𝑘𝑔

𝑇𝑛+1
𝑗+1

− 𝑇𝑛
𝑗+1

𝛿
= 0 (28) 

For 𝑖 = 𝑛 + 1, 𝑛 + 2,… , 𝑛 + 𝑚 − 1 and with 𝑥𝑖 = 𝑖 − 𝑛 +
𝑅1

𝛿

(1+
𝜏𝑎𝑔

𝛿2
)𝑇𝑖

𝑗+1
−
𝜏𝑎𝑔

2𝛿2
((1+

1

2𝑥𝑖
)𝑇𝑖+1

𝑗+1
+ (1−

1

2𝑥𝑖
) 𝑇𝑖−1

𝑗+1
)

= (1−
𝜏𝑎𝑔

𝛿2
)𝑇𝑖

𝑗
+
𝜏𝑎𝑔

2𝛿2
((1+

1

2𝑥𝑖
) 𝑇𝑖+1

𝑗
+ (1−

1

2𝑥𝑖
)𝑇𝑖−1

𝑗
) 

(29) 

And finally for i n m= +  we have from the boundary condition Equation (17) 

𝑇𝑛+𝑚
𝑗+1

= 𝐽((𝑗 + 1)𝜏) (30) 

So at each time step, we face a system of 𝑛 +𝑚 + 1 nonlinear Equations (26)–

(30), for the 𝑛 +𝑚 + 1  unknowns, 𝑇𝑖=0,𝑛+𝑚
𝑗+1

. The solution procedure is based on 

nonlinear optimization and minimizes the sum of the squared residuals [17–21]. 
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3. Results

Lauric acid is a well-studied PCM, and we have used it as a benchmark to test

the proposed methodology. We have used the presented experimental setup to obtain 

the necessary measurements (Figure 2) and subsequently performed the suggested 

analysis to estimate the relevant Lauric acid properties. 

Figure 2. Application of the proposed method for the benchmark case of Lauric 

acid. 

As it can be seen the solution reproduces satisfactorily the experimental data. 

Once this solution is achieved, Latent Heat, specific Heats and thermal conductivities 

in the three regions (Liquid, Mushy zone and Solid) are deduced. Our results are 

summarized in Table 1, and are compared to estimates from the relevant literature. 

Table 1. Comparison of Lauric acid properties by our model, to values from the literature. 

Latent Heat Specific Heat Solid Phase Specific Heat Liquid Phase Thermal Conductivity Solid Phase Reference 

𝐿 (𝐾𝐽/𝐾𝑔) 𝑐𝑝
𝑠  (𝐾𝐽/𝐾𝑔 𝐾) 𝑐𝑝

𝑙  (𝐾𝐽/𝐾𝑔 𝐾) 𝑘𝑠 (𝑊/𝑚𝐾)

180 ± 7 2.14 ± 0.11 2.02 ± 0.08 0.23 ± 0.02 Present work 

160 - 1.75 0.17 Ref. [7] 

186 ± 10 2.81 ± 0.60 2.14 ± 0.46 - Ref. [8] 

4. Conclusions

We have presented a novel enthalpy-based method that provides a holistic

description of the temperature evolution of a PCM upon cooling or heating, while the 

determination of their thermal properties can be deduced by performing two simple 

experiments. Note that as result, the thermal conductivity coefficients can be evaluated 

in the three temperature ranges of interest corresponding to liquid, solid and 

intermediate (mushy) phases. The method has been successfully applied to the Lauric 

acid prototype, estimating its thermal properties within reasonable error, and 

consequently it could be useful for the analysis and design of heat storage PCM-based 

systems. 
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Nomenclature 

PCM Phase Change Material 

DSC Differential Scanning Calorimetry 

cp
l Specific heat of liquid 

cp
s Specific heat of solid 

kl Thermal conductivity of liquid 

ks Thermal conductivity of solid 

𝑅1 Inner radius of the glass tube 

𝑅2 Outer radius of the glass tube 

𝑇𝑙 Liquidation temperature 

𝑇𝑠 Solidification temperature 

𝑇0 Initial temperature 

𝐻𝑝 The enthalpy function of the PCM 

L Latent heat per unit mass 

T(R2,t) Tube temperature at the outer surface at time t 

T(R1,t) Tube temperature at the inner surface at time t 

T(R0,t) Tube temperature at the central axis at time t 
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Abstract: A numerical investigation utilizing water as the working fluid was conducted on a 

2D closed loop pulsating heat pipe (CLPHP) using the CFD software AnsysFluent19.0. This 

computational fluid dynamics (CFD) investigation explores three instances where there is a 

consistent input of heat flux in the evaporator region, but the temperatures in the condenser 

region differ across the cases. In each case, the condenser temperatures are set at 10 ℃, 

20 ℃, and 30 ℃ respectively. The transient simulation is conducted with uniform time steps 

of 10 s. Generally, the heat rejection medium operated at a lower temperature performs better 

than at a higher temperature. In this CFD study the thermal resistances gets decreased with 

the decreasing value of condenser temperatures and the deviation of 35.31% of thermal 

resistance gets decreased with the condenser region operated at the temperature of 10 ℃. 

Keywords: closed loop pulsating heat pipe; boiling and condensation; slug and plug flow; 

thermal resistance; Nusselt number 

1. Introduction

With the rapid development of electronic components miniaturization, heat

dissipation in the electronic components also proliferated. The performance of the 

electronic components is affected not only by the heat generated inside the 

components but also by temperature, which plays a major role. Therefore, proper 

thermal management is necessary to provide a stable operation in the electronic 

components. The heat pipe is mainly used to carry out the heat dissipation in the 

electronic components. The heat pipe is a passive heat exchanger device that 

transports heat with high thermal conductivity and low resistance. Out of the several 

types of heat pipes, a commonly used passive heat-exchanging device called a 

pulsating heat pipe is studied in this research work. The Closed-loop pulsating heat 

pipe is a two-phase heat transfer device that operates between the evaporator and 

condenser medium. According to Akachi [1], a pulsating heat pipe is a long metallic 

capillary tube with an internal dimension small enough to enable compressed two-

phase working fluid, which is sealed inside the metallic capillary tube. Wu et al. [2] 

investigated experimentally and numerically refrigerant flow boiling in horizontal 

serpentine tubes, and they concluded that the stratification flow exists in the 

horizontal tube and the buoyancy force is dominant against gravity. Rudresha et al. 

[3] study deals with the experimental as well as numerical investigation of the

thermal performance of CLPHP charged with DI water and Nanofluids such as 

SiO2/DI Water and Al2O3/DI Water, and he found that the heat transfer coefficient 

gets increased with Nanofluids than DI Water. Erfan et al. [4] made a comparison of 

a four-turn aluminum flat plate PHP and an additional branch on the evaporator 

section on the same. The authors investigated different filling ratios and heat inputs, 
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which showed that the thermal resistance decreased by up to 11%–20% by using an 

additional branch on the evaporator section on the four-turn PHP. Pramod et al. [5] 

did experimental work on two turn copper closed loop pulsating heat pipe with a 

single component fluid such as water, ethanol, methanol, and acetone and also with 

binary mixtures such as water-ethanol, water-methanol, and water-acetone. The 

authors validated the experimental results numerically, and his results show that 

thermal performance was increased with the use of working fluid as a binary mixture 

of water-acetone. Anwar et al. [6] study deals with an investigation of seven-turn 

CLPHP with water as a working fluid in which the evaporator section is heated 

employing hot air with different velocities such as 0.5, 1, and 1.5 m/s, and proposed 

that the thermal resistance was found low with high heat input. He also compared the 

experimental investigation with a CFD study of maximum heat input of 107.75 W 

and with the minimum heat input of 13.75 W corresponding to the air inlet 

temperature. Karthikeyan et al. [7] investigated eight-turn copper pulsating heat 

pipes with water as a working fluid, and the wall temperatures were measured 

employing high-resolution infrared thermography, in which the authors studied the 

flow behavior inside the CLPHP also concluded that the thermal resistance was 

found lower with the heat input increased from 30 W to 500 W. Duy-Tan et al. [8] 

investigated experimentally and numerically with eight-turn PHP using working 

fluid as R123, and they found that the CFD analysis work matches the experimental 

work with the use of the k-ꞓ turbulence model. Przemyslaw et al. [9] validated the 

numerical model with the experimental data on a three three-turn PHP with ethanol 

as a working fluid and stated that the relative error was obtained at a 10% level. Nick 

et al. [10] investigated the effect of condenser temperatures in a PHP, and they 

concluded that lower thermal resistance was obtained by increasing condenser 

temperatures. Jiaqiang et al. [11] did a numerical investigation on single-turn and 

two-turn CLPHP by considering the VOF model. He found that the double-turn 

CLPHP has higher heat transfer capability than the single-turn CLPHP. Jiansheng et 

al. [12] analyzed numerically a CLPHP with a partial horizontal structure 

(Evaporator and Condenser Sections are horizontal) by varying filling ratios and heat 

flux, and in which the author’s results reveal that when the height difference between 

the evaporator and condenser section is more the thermal performance gets 

increased. Qingfeng et al. [13] numerical work deals with the anti-dry out in the 

evaporator section of the CLPHP with the use of micro-encapsulated phase change 

material, and his study proves that the start-up time, circulation of flow, and heat 

transfer performance were improved significantly with the use of phase change 

material compared with water. Kalpak et al. [14] conducted a 2D simulation of 

CLPHP with liquid Nitrogen as a working fluid. It was tested with ground level, low 

gravity, and milli-gravity conditions with different filling ratios. The authors 

concluded that more stable flow patterns and heat transfer performance were 

observed in low-gravity conditions when compared with ground-level conditions. 

Fubo et al. [15] investigated numerically a single-turn CLPHP with two different 

evaporator geometries, such as a round end and a right-angled end with different heat 

inputs and in which he proposed a result of later geometry shows rarely the stop-over 

phenomenon and an increased heat transfer performance. Zirong et al. [16] work 

deals with the miniature oscillating pulsating heat pipes in which the authors used the 
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VOF approach with different models in the numerical work; in addition to that, the 

authors worked on changing the heating source length, internal diameter, and heat 

input power and the authors concluded that the internal diameter of the OPHP plays 

a vital role. Hyung et al. [17] made a one-dimensional model assuming liquid 

slug/vapor plug flow by considering the phase interactions between the solid wall 

and the liquid film. They also validated the experimental data which is available in 

the literature. Finally, the authors concluded that by choosing the high merit number 

(criterion for selecting working fluids), the thermal performance of the CLPHP is 

maximized. Zufar et al. [18] made 2D simulations on CLPHP with water-based Nano 

fluids such as Diamond, Silver, and Silica Oxide. The authors studied numerically 

with constant heat flux and filling ratio and came up with the outcome of diamond-

based nanofluids performing better with lower thermal resistance. Jongwook et al. 

[19] investigated a 2D CLPHP numerically with ethanol as the working fluid in a

multi-turn geometry with symmetric and asymmetric modes. The authors predicted 

that the starting time of the CLPHP with an asymmetric shape is earlier than with a 

symmetric shape. Also, he found that in the case of zero gravity, the fluid gets dried 

out in the case of 5 and 10 turns, whereas the fluid remains in the evaporator section 

in the case of 15 and 20 turns, respectively. Jiansheng et al. [20] research work deals 

with the simulation of 2D single loop CLPHP with varying. 

Heat input from 10 W to 40 W and varying filling ratios from 30% to 60%, 

respectively, and the authors found that the thermal resistance decreased with the 

high heat input and also with the same filling ratio and input power also the authors 

varied the condenser length of the CLPHP in which he observed that the start-up 

time gets accelerated. Ayad et al. [21] analyzed wickless heat pipe using a 

commercial CFD package, and the flow behavior, heat transfer features, and boiling 

regimes were studied using their inbuilt user-defined functions. Also, the wickless 

heat pipe was investigated with different filling ratios, inclination angles, and heat 

added. Jiansheng et al. [22] performed a 3D simulation in comparison with deionized 

water and a surfactant called hexadecyl trimethyl ammonium chloride by changing 

the initial pressure and heat input. The authors suggested that by using surfactant as a 

working fluid under high initial pressure, the performance of CLPHP was not good. 

With low initial pressure, its performance also increases, and the heat transfer 

performance of CLPHP increases with high heat inputs; thereby, the use of 

surfactants prevents the drying out of the evaporator section. The above-discussed 

literature shows that the CFD analysis was carried out with fixed evaporator heat 

input and constant condenser temperatures. This research work entails a numerical 

investigation focusing on fixed evaporator heat flux boundary conditions while 

examining the relatively underexplored aspect of varying condenser temperatures. A 

2D computational fluid dynamics (CFD) analysis is conducted using water as the 

working fluid, with the condenser temperatures manipulated to be below ambient 

temperature. 

2. Research methodology

The current research methodology encompasses several key steps, including

geometry creation, meshing, and solver setup. This involves selecting appropriate 
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models, patching, probe setup, and determining the precise time step size. This 

present numerical work focuses on the literature [10] and it can be validated to some 

extent The following section provides a brief overview of the aforementioned 

research 

2.1. Geometry of CLPHP 

A thorough literature survey has been carried out, and based on the literature, 

[23] the following geometry as shown in the Figure 1 has been selected for the

numerical work. The geometry is set as two turns with equal dimensions of the 

evaporator, adiabatic, and condenser sections, and the internal diameter is 2 mm 

throughout the pipe. 

Figure 1. Geometry of CLPHP. 
Note: All dimensions in ‘mm’. 

2.2. Meshing 

Meshing is done by using Hypermesh Software and Quadrilateral elements are 

used for meshing. Figures 2 and 3 describes the meshing of the CLPHP. The details 

of the mesh are described below in Table 1. 

Table 1. 2D mesh description. 

Total Nodes Total elements Size of the Elements Type of mesh 

23,661 nodes 21,032 elements 0.25 mm Quadrilateral mesh 
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Figure 2. 2D meshing of CLPHP. 

Figure 3. Cut section of 2D mesh of CLPHP. 

2.3. Multiphase flow analysis (VOF) 

The problem is based on multiphase flow; the VOF model is chosen, and 3 

phases have been selected in the GUI. The 3 phases include water liquid, water 

vapor, and air. We know that all CFD simulations have a set of governing equations: 

continuity or mass, momentum, and energy equations. Here, the VOF model is based 

on multiphase flow. It has a separate equation that includes phase fraction, which has 

to be solved for both liquid and vapor phases. The VOF governing equations are 

discussed below. 

2.4. Governing equations 

The flow inside the CLPHP consists of liquid slugs and vapor plugs, which are 

immiscible fluids. To track the immiscible fluids (liquid-gas), the VOF approach is 

generally used, and the phase fraction (𝛼) is used to calculate the distinct phases. The 

condition for the phase fraction (𝛼) was revisited and rephrased for accuracy and 

clarity. Specifically, the definition now explicitly states that α represents the local 
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volumetric fraction of the liquid or vapor phase and satisfies the condition 0 ≤ α ≤ 1. 

There exists a condition for phase fraction (𝛼), which is given by: 

When 𝛼𝑞 = 0, the cell is empty (No fluids present), 𝛼𝑞 = 1, the cell is filled with 

fluid (Full fluid is present), and 0 < 𝛼𝑞 < 1, the cell has a mixture of two or three fluids. 

2.5. Mass equation 

In CLPHP the evaporation and condensation phenomenon takes place, the 

liquid-vapor mass transfer is governed by the vapor transport Equation (1) and it is 

given by: 

𝜕(𝛼𝑣𝜌𝑣)

𝜕𝑡
+ 𝛻. (𝛼𝑣𝜌𝑣𝑣𝑣) = 𝑚

.

𝑙𝑣 −𝑚
.

𝑣𝑙 (1) 

In the case of evaporation, Tl > Tsat 

𝑚
.

𝑙𝑣 = 𝑟𝑙𝑣 . 𝛼𝑙𝜌𝑙
(𝑇𝑙 − 𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
(2) 

In the case of condensation, Tv < Tsat 

𝑚
.

𝑣𝑙 = 𝑟𝑣𝑙. 𝛼𝑣𝜌𝑣
(𝑇𝑠𝑎𝑡 − 𝑇𝑣)

𝑇𝑠𝑎𝑡
(3) 

2.6. Momentum equation 

A single set of momentum Equation (4) is solved throughout the domain, 

which is given by: 

𝜕(𝜌𝑣
→
)

𝜕𝑡
+ 𝛻. (𝜌𝑣

→
𝑣
→
) = −𝛻𝑃 + 𝛻. [𝜇(𝛻𝑣

→
+ 𝛻𝑣𝑇

→

)] + 𝜌𝑔
→
+ 𝐹

→

𝑣𝑜𝑙 
(4) 

The surface tension arises because of the cohesive force of the molecules, and it 

creates a surface force that is added to the source term in the momentum equation. 

This force in the surface is called volume force, and it is given by: 

𝐹𝑣𝑜𝑙 = 𝜎𝑙𝑣
𝛼𝑙𝜌𝑙𝑘𝑣𝛻𝛼𝑣 + 𝛼𝑣𝜌𝑣𝑘𝑙𝛻𝛼𝑙

1
2 (𝜌𝑙 + 𝜌𝑣)

(5) 

where the curvature is expressed as 

𝑘𝑙 =
𝛥𝛼𝑙

𝛻𝛼𝑣
and 𝑘𝑣 =

𝛥𝛼𝑣

𝛻𝛼𝑙

2.7. Energy equation 

The energy shared by the phases Equation (6) is given by the equation: 

𝜕(𝜌𝐸)

𝜕𝑡
+ 𝛻. (𝑣

→
(𝜌𝐸 + 𝑃) = 𝛻. (𝐾. 𝛻𝑇) + 𝑆ℎ (6) 

where 𝑆ℎ is the source term caused by the phase change obtained by multiplying 

the mass transfer rate by the latent heat. 

The expressions for energy shared by the two phases are given by: 
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𝐸 =
𝛼𝑙𝜌𝑙𝐸𝑙 + 𝛼𝑣𝜌𝑣𝐸𝑣
𝛼𝑙𝜌𝑙 + 𝛼𝑣𝜌𝑣

(7) 

where the specific heat of the phases is given by: 

𝐸𝑙 = 𝐶𝑣,𝑙(𝑇 − 𝑇𝑠𝑎𝑡) (8) 

𝐸𝑣 = 𝐶𝑣,𝑣(𝑇 − 𝑇𝑠𝑎𝑡) (9) 

The properties like ρ, K, and µ shared by the phases are given by: 

𝜌 = 𝛼𝑙𝜌𝑙 + 𝛼𝑣𝜌𝑣 (10) 

𝐾 = 𝛼𝑙𝐾𝑙 + 𝛼𝑣𝐾𝑣 (11) 

𝜇 = 𝛼𝑙𝜇𝑙 + 𝛼𝑣𝜇𝑣 (12) 

2.8. Setting the probe 

The temperature in the evaporator, adiabatic, and condenser sections has to be 

monitored till the given time steps so that the analytical calculations can be made 

easily. As the geometry is 2D and the CLPHP is made in two loops, the temperature 

in each loop of the evaporator section, adiabatic section, and condenser section must 

be monitored to take the average values. In total, six probes have to be set in the 2D 

geometry, of which two probes monitor the temperature in the evaporator section, 

two probes monitor the temperature in the adiabatic section, and two probes monitor 

the temperature in the condenser section, respectively. From the 2D geometry, the 

probes are set in the monitor tab in the GUI of fluent, in which points are created in 

the locations of the evaporator, adiabatic, and condenser sections. In total, six points 

are designed and created by measuring the X and Y coordinates of the geometry. 

These created points are then renamed so the data extracted can be easily identified. 

The probes in the evaporator section are renamed as Te1 and Te2, the probes in the 

adiabatic section are renamed as Ta1 and Ta2, and the probes in the condenser 

section are renamed as Tc1 and Tc2, respectively. The suffix indicates the location in 

the first and second loops of the CLPHP. After renaming the probes under the 

monitor option in the GUI report, a plot is selected for the selected probes so that the 

temperature in each section is extracted for the given number of time steps while 

running the simulation and saved in a separate text file. These temperature data in 

the evaporator, adiabatic, and condenser sections are then used analytically to 

calculate thermal resistance and heat transfer coefficient. The below Figure 4 shows 

the probes which has been set in the CLPHP. 
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Figure 4. Probes representation in the CLPHP. 

2.9. Initializing and patching 

The solution is initialized first in the solution initialization option present in the 

GUI, and the standard initialization iteration method is selected in this simulation. 

The temperature in the fluid domain is initialized as 303 K, as the simulation has 

been done for three different condenser wall temperatures of 10 ℃, 20 ℃, and 

30 ℃, and the liquid volume fraction and air volume fraction is set as ‘0’ because the 

next step is to fill the liquid water and air inside the CLPHP. Patching is filling the 

fluid inside the CLPHP with a suitable proportion. Liquid water and air are patched 

inside the CLPHP, considering liquid water is patched to 50% of the total volume, 

and the remaining 50% constitutes the air volume. We can notice from the geometry 

that the evaporator is at the bottom, and heat flux is applied to it, so the water has to 

be patched from the bottom of the geometry. 

The geometry is created with a total height of 150 mm; as we know, the 

evaporator, adiabatic, and condenser sections comprise 50 mm each, half of the total 

height, i.e., 75 mm from the bottom has to be patched with the liquid water and the 

remaining volume is patched as air. To create a patch for the liquid water in the 

CLPHP, an option called mark is there in the region where the coordinates are given 

for patching the liquid water, and then the volume fraction is set to ‘1’. The same 

procedure is done for patching the air in the remaining portion of the CLPHP. After 

patching the liquid water and air in the CLPHP, the new data is created, which 

indicates the initial time step, i.e., at 0 s, from which the simulation was started. The 

Figure 5 below shows the liquid water and air volume fractions created in the 

CLPHP. 
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Figure 5. Liquid patch representation on CLPHP. 

2.10. Case setting in fluent 

In the general tab, the following setting is done. They are as follows: 

a) Type of Solver—Pressure based solver is used in this current work and as the

working fluid used is incompressible water, the analysis has to be carried out on

the same.

b) Time—Transient is used. In the multiphase analysis, the phase fraction has to

be calculated in each time step, and generally, PHP works in an unsteady state.

Therefore, the transient state is selected.

c) Gravity—The orientation of the CLPHP is vertical (i.e. 90°). The acceleration

due to gravity is taken in the negative Y axis, given as −9.81 m/s2.

2.11. Viscous model 

In order to find whether the flow is laminar or turbulent, it is necessary 

to calculate the Reynolds number. The Reynolds number (13) is given by, 

Re =
𝜌 × 𝑣 × 𝑑

𝜇
(13) 

where the density (ρ) and kinematic viscosity (µ) are taken from the saturation 

pressure and temperature, as we know that the PHP is operated under vacuum, the 

operating pressure is taken as 4000 pascals, [24] which is studied from the literature. 

The saturation pressure is found to be 0.04 bar, from which the saturation 

temperature must be calculated. The saturation temperature is calculated from the 

Antoine equation, which is given below. 

In general, the Antoine Equation (14) is given as: 

log10( 𝑃) = 𝐴 −
𝐵

𝑇 + 𝐶
(14) 

where A, B, and C are constants. 
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log10( 0.04) = 5.31384 −
1690.864

𝑇 − 51.804
(15) 

−1.39794 +
1690.864

𝑇 − 51.804
= 5.31384 (16) 

1690.864

𝑇 − 51.804
= 5.31384 + 1.39794 (17) 

6.71178𝑇 − 347.69705 = 1690.864 (18) 

6.71178𝑇 = 2038.56105 (19) 

𝑇=303.72 K (20) 

𝑇 = 30 ℃ (21) 

Thus, the saturation temperature is 30 ℃, corresponding to the saturation 

pressure of 4000 Pa or 0.04 bar. 

With the above data of saturation temperature and pressure, the properties of 

water liquid, water vapor, and air can be taken from the available resources. The 

following Table 2 shows the properties of water liquid, water vapor, and air at a 

saturation temperature of 30 ℃ and saturation pressure of 0.04 bar. 

Table 2. Properties of water at a saturation temperature of 30 ℃. 

Fluid Density (ρ) (kg/m3) Dynamic Viscosity (µ) (kg/ms) 
Specific Heat (𝑪𝒑) 

(kj/kgK) 

Thermal 

Conductivity (K) 

(W/mK) 

Surface Tension (σ) 

(N/m) 

Water (liquid) 995.91 0.00081 4.180 0.613 0.07 

Water (Vapor) 0.0287 0.000009 1.916 0.018 

Air 0.0461 0.000018 1004.83 0.027 

Now, the Reynolds number calculated based on Equation (13) is 2213.13. 

We know that when the Re < 2300, the flow is said to be laminar. Therefore, a 

laminar viscous model is chosen to simulate the fluid flow in the CLPHP. 

2.12. Phase definition and phase interactions 

This work has three phases: liquid, vapor, and air. In the VOF approach, all 

three phases have to be defined. The phase descriptions are as follows. 

1) Water vapor—Primary phase;

2) Water liquid—Secondary phase;

3) Air—Secondary phase.

In addition to the phase definitions, the phase interactions must also be defined.

Phase interactions are nothing but mass transfer and surface tension. Mass transfer 

occurs in the CLPHP due to its evaporation and condensation, and as the pipe 

diameter is so slight, surface tension plays an important role. It also has to be 

adequately defined. At saturation temperature, the liquid turns to vapor, and the 

vapor turns liquid. So, the evaporation–condensation mechanism is defined as the 
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mass interaction from the vapor to the liquid phase. The Continuum surface force 

(CSF) model modeled the surface tension force, and the constant value of 0.07 N/m 

is given as input to the surface tension coefficient. 

2.13. Boundary conditions 

The CLPHP geometry is divided into three zones: evaporator in the bottom, 

adiabatic zone in the middle, and condenser in the top. All three sections are equally 

divided with a height of 50 mm, each having an inner diameter of 2 mm. As we 

discussed before, the liquid water is patched to 50% of the total volume of the 

CLPHP, and the remaining portion is filled with air. Generally, the boundary 

conditions are given at the walls of the sections, 

and here, they are given at the evaporator, adiabatic, and condenser sections. 

The heat flux given at the walls of the evaporator gives rise to the temperature, and 

the heat gets rejected at the condenser, producing a pulsation effect. Zero heat flux is 

given at the adiabatic zone so that no heat transfer occurs in this zone. In this work, 

the evaporator and adiabatic zone wall conditions are fixed, and the condenser wall 

temperature is changed in all three cases to investigate the effect of the thermal 

performance of CLPHP. The boundary conditions used in this analysis in all three 

cases are discussed below: 

a) Evaporator—constant heat flux of 10,000 w/m2 [25] having a wall

thickness of 0.005 m (Neumann).

b) Adiabatic—constant heat flux of 0 w/m2 having a wall thickness of 0.005 m

(Neumann).

c) Condenser—Temperature of 10 ℃, 20 ℃, and 30 ℃ (Dirichlet).

3. Numerical analysis results

The probes fixed in the each section of the CLPHP reads the temperature values

in each time step size and the evaporator and condenser temperature values are taken 

into consideration for analyzing the results of all 3 cases. 

3.1. Temperature vs. time plot 

The following plots discuss the temperature monitored from the evaporator and 

condenser section for time steps of 10 s. In two-turn CLPHP, two probes are fixed in 

the evaporator, adiabatic, and condenser sections in each loop, respectively. 

Therefore, an average of evaporator temperature (Te) and condenser temperature 

(Tc) are calculated, and the graph is plotted against time. 

Figure 6 represents the plot between the average evaporator and condenser 

temperature against time for the condenser temperature fixed at 10 ℃. Due to high 

heat flux, the evaporator temperature is increased to a maximum value. The non-

linear trend in the evaporator temperature is due to the probes fixed in the surface of 

the 2D CLPHP geometry measures the liquid slug temperature as well as the vapor 

plug temperature. We know that as the vapor plug density is lower compared to the 

liquid slug, the temperature in the vapor plug is higher than the temperature in the 

liquid slug. During the simulation for a total timestep, when the vapor plug comes 

into contact with the probes fixed in any one turn of the evaporator section the 
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temperature is drastically increased compared to the liquid slug temperature. 

Therefore, a sharp rise in the average evaporator temperature was observed during 

the analytical calculations. As the wall of the condenser temperature was fixed as 

283 K it shows a linear variation throughout the timesteps found to be decreased 

slighter. 

Figure 6. Temperature versus time for the condenser temperature at 10 ℃. 

Figure 7 shows the average temperature variation of evaporator and condenser 

section over time when the condenser wall temperatures are fixed at 20 ℃. Similar 

observation was found in the average condenser temperature whereas the average 

evaporator temperature was found to be increasing non-linearly. 

Figure 7. Temperature versus time for the condenser temperature at 20 ℃. 

Figure 8 shows the temperature against time of average evaporator and 

condenser sections, when the condenser walls are prescribed at ambient temperature 

i.e 30 ℃. Similar observations were found as in the above 2 cases, the only

difference observed is that the average evaporator temperature is found increased. 
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Figure 8. Temperature versus time for the condenser temperature at 30 ℃. 

We clearly observe that when the condenser walls are maintained at 10 ℃ it 

absorbs more heat compared to other 2 cases and the temperature difference of 

evaporator and condenser sections are found low compared with condenser walls are 

fixed at 20 ℃ and 30 ℃. As we know that with the input heat flux, when the 

temperature difference of evaporator and condenser sections are low then the 

thermal resistance gets decreased and the heat transfer coefficient also found to be 

increased. From this numerical analysis it is clearly observed that the thermal 

performance of the 2D CLPHP is increased when the condenser temperature is fixed 

at 10 ℃. Due to the limited computational resources the simulations were performed 

only for the time steps of 10 s. If the simulations were carried out for more number 

of time steps then the temperature difference of evaporator and condenser section 

was found too low and the thermal performances can be compared well for all the 3 

cases. 

3.2. Contours of CLPHP 

The distinct phases like liquid and vapor are visualized after simulating for 

the given time steps and are shown below. 

The above Figure 9 represents the contour of the phase mixture i.e the liquid 

and vapor phases can be observed clearly. This contour shows the liquid slug and 

vapor plug oscillation takes place inside the CLPHP. 
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Figure 9. Contour for the phase mixture in the CLPHP. 

The above Figure 10 shows the volume fraction of the vapor phase exist inside 

the CLPHP for certain time steps. It is noted that the liquid and vapor phase can be 

observed throughout the CLPHP. 

Figure 10. Contour for the volume fraction in the CLPHP. 
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3.3. Nusselt number calculation 

In general, Nusselt number (Nu) is the ratio of convective heat transfer to the 

conductive heat transfer in a fluid. It is a dimensionless number and it indicates the 

heat transfer takes place in a fluid medium is by conduction or convection. 

The Nusselt number is given by: 

Nu =
ℎ𝐿

𝐾

The Nusselt number range represents the heat transfer characteristics in a fluid 

flow and it is given as: 

If Nu = 0, Pure conductive heat transfer; 

If 0 < Nu < 10, Slug flow or laminar flow; 

If 100 < Nu < 1000, High convective heat transfer or Turbulent flow. 

In this present numerical work the Nusselt number was calculated for all the 3 

cases from the temperature datas measured with the help of probes. The Nusselt 

number was calculated analytically and it is found to be within 1 in all the 3 cases 

which is shown above in Table 3. The highest Nusselt number was obtained from 

the case of condenser temperature fixed at 10 ℃. The Nusselt number range in the 

present simulation indicates the slug flow or laminar flow which can be observed 

from the available contours. 

Table 3. Nusselt number values for different condenser temperatures. 

Temperature (℃) 10 20 30 

Nusselt Number 0.9311 0.8807 0.8576 

4. Conclusion

In the case of CFD analysis water is used as a working fluid and the analysis

work was carried out with 2D CLPHP geometry. As discussed about the geometry 

creation, meshing and the solver setting in the above section brief conclusions are 

made which are discussed below. They are as follows. 

⚫ With constant heat flux at the evaporator and by varying the temperatures of the

condenser sections of about 10 ℃, 20 ℃ and 30 ℃ the CLPHP shows a better

performance with the condenser temperature of 10 ℃.

⚫ In this analysis for all the 3 cases a constant time of up to 10 s has been

calculated for the transient analysis and the results plotted above was only for

up to 10 s.

⚫ The contours of phase fraction shows the liquid slug and vapor plug inside the

CLPHP and with the further time steps better results can be obtained.

⚫ The Nusselt number calculation from all the 3 cases shows the slug flow or

laminar flow.

Conflict of interest: The author declares no conflict of interest. 
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Nomenclature 

PHP Pulsating Heat Pipe 

DI De-ionized Water 

𝐶𝑣 specific heat, J/kg K 

P pressure, bar 

E internal energy, KJ/kg 

g acceleration due to gravity, m/s2 

T temperature, K 

v velocity, m/s 

D diameter, mm 

h heat transfer coefficient, w/m2K 

L characteristic length, m 

Greek symbols 

α volume fraction 

µ  dynamic viscosity 

ρ density 

σ surface tension 

Subscripts 

a adiabatic section 

c  condenser section 

e  evaporator section 

l liquid 

SAT saturation 

V vapor 
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Abstract: This study investigates the performance assessment of methanol and water as 

working fluid in a solar-powered vapour absorption refrigeration system. This research clarifies 

the system’s performance across a spectrum of operating conditions. Furthermore, the HAP 

software was utilized to determine and scrutinize the cooling load, facilitating a comparative 

analysis between software-based results and theoretical calculations. To empirically 

substantiate the findings, this research investigates methanol-water as a superior refrigerant 

compared to traditional ammonia- water and LiBr-water systems. Through experimental 

analysis and its comparison with previous research, the methanol-water refrigeration system 

demonstrated higher cooling efficiency and better environmental compatibility. The system’s 

performance was evaluated under varying conditions, showing that methanol-water has a 1% 

higher coefficient of performance (COP) compared to ammonia-water systems, proving its 

superior effectiveness in solar-powered applications. This empirical model acts as a pivotal 

tool for understanding the dynamic relationship between methanol concentration (40%, 50%, 

60%) and system performance. The results show that temperature of the evaporator (5–15 ℃), 

condenser (30 ℃–50 ℃), and absorber (25 ℃–50 ℃) are constant, the coefficient of 

performance (COP) increases with increase in generator temperature. Furthermore, increasing 

the evaporator temperature while keeping constant temperatures for the generator (70 ℃–100 

℃), condenser, and absorber improves the COP. The resulting data provides profound insights 

into optimizing refrigerant concentrations for improved efficiency. 

Keywords: renewable energy; solar energy; environmental sustainability; methanol-water; 

VARs 

1. Introduction

Worldwide, the vapour compression refrigeration process in the air-cooling

system utilizes 70%–75% of domestic power, necessitating the use of more fossil fuels 

to generate the required electricity from fossil fuel power plants. The combustion of 

fuel in such structures leads to the disintegration of additional greenhouse gases (CO2), 

negatively impacting the world’s atmosphere. Therefore, it is imperative to establish 

a substitute refrigeration process that utilizes electricity from renewable energy 

sources in order to alleviate the detrimental effects of fossil fuel powerplants on the 

global environment [1,2]. 

The extensive use of sustainable energy resources for driving air conditioning 

cycles, especially solar energy, has been a current priority due to its readily available 

nature [3]. Solar-powered refrigeration systems are ideal for use in fields such as 

agriculture and medicine because they are not dependent on outside energy sources or 
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the electric grid, and they are compatible with environmental conditions of Narowal, 

Pakistan. 

When considering absorption refrigeration cycles, it is crucial to choose an 

appropriate absorbent-refrigerant combination based on scientific parameters. For a 

liquid to be an efficient refrigerant, it must possess the following properties: it must 

have a boiling temperature, a vaporization pressure that is lower than atmospheric 

pressure, a high heat of vaporization, non-flammable and non-explosive features, and 

be beneficial to the atmosphere and ozone [4]. A couple of literary masterpieces were 

offered. One of the suggested approaches was the transformation of refrigerant vapour 

to liquid phase using an adequate absorbent to absorb the refrigerant vapour. The 

mixing propensity between the components was enhanced by the close association 

between the absorbent and the refrigerant molecules. This was done using the same 

low-pressure method [5]. 

The scientists’ primary goal was to improve the COP values of the absorption-

refrigeration system. Multiple subjects were studied in the earlier research through the 

number of experiments. Sierra developed solar bonding to boost the discontinuous 

absorption of refrigeration using NH3-H2O solution. It has been demonstrated that a 

significant generation value of 73 ℃ while preserving a vaporization value of −2 °C 

can be attained. The variation of the calculated COP outcomes was from 0.24 to 0.28 

[6]. Porumb examined the influence of operational factors like solar heated water, 

chilled water, and cold-water temperature on the coefficient of performance of the 

LiBr-H2O absorption refrigerator, and the outcomes proved that the computational 

model is capable of estimating the suitable operational circumstances of the 

refrigeration system while assuming crystallization [7]. 

Jasim designed a digital model to imitate three separate working fluids: ammonia-

water, ammonia-lithium nitride, and ammonia-sodium thiocyanate. Equations based 

on polynomials were included in the simulation to compute the heating and cooling 

characteristics. The variance in temperatures among all three process and the generator, 

evaporator and condenser demonstrates that the ammonia-water process has worse 

efficiency than the remaining two cycles [8]. The inspection, design and 

manufacturing of a green, advantageous VARs for unit output was done by Bajpai, 

utilizing ammonia and water as the solution pair. The system was designed and 

evaluated under different operating situations utilizing hot water as a power source 

and a planar solar collector; the obtained COP for this arrangement was 0.58. Moreno 

utilized a CPC device in Mexico with a tripartite mixture (NH3/LiNO3/H2O). The COP 

was 0.098, which reached an evaporator temperature of −11°C. He discovered that the 

time of cooling is 8 h, and the COP goes up by 24% greater than the binaries 

combination (NH3/LiNO3) in the CPC device [9]. Agrouaz conducted energy 

evaluations to determine the effectiveness of using solar refrigeration systems under 

Moroccan meteorological conditions. The findings indicated that variety of factors, 

such as the inclination of solar energy collector, collector surface field, and evaporator 

and generator circulation rates, play a vital role in boosting the overall functionality 

[10]. Applying a methanol-water combination a solar-powered absorption cooling 

system was built and tested Nabeel A. Ghyadh, having every single factor computed 

separately. The components of the parabolic trough collector are a 2.1 m2 aperture 

stainless steel reflector and an illuminated evacuated tube containing a black-painted 
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helical copper tube receiver (12.7 mm in diameter and 1 mm in thickness). Convection 

inefficiencies and radiation are reduced by the glass cover [11]. 

There are actually two proactive liquids utilized in VARs, which include water-

LiBr and NH3-water solutions because of their high coefficient of performance. Both 

substances have restrictions. The framework becomes more complicated due to 

necessity for an analyser and rectifier due to the difference in boiling temperatures 

between the two parts of NH3-water system. Water-LiBr shows challenges with 

crystallization, and in both scenarios, the components electrolytic character could lead 

to corrosion occurrence. Consequently, there has been a significant amount of research 

into the recognition of different functioning fluid opportunities, such as deep eutectic 

solvents and organic and ionic liquids. Developments have been pointed out in 

working VARs, like the COP and percentage concentration [12]. 

The main objective of this research is to utilize a methanol-water combination to 

figure out the system’s COP and to make a comparison study between refrigerants like 

ammonia-water. A VARs may allow us to achieve excellent energy efficiency, 

especially when surplus heat or low- quality sources of energy i.e., solar, are present. 

The solution of methanol and water meets all the specifications for an appropriate 

refrigerant; as it does not produce crystallization and does not need any additional 

components. The methanol-water combination has advantageous thermodynamic 

characteristics that allow it operate across a broad temperature spectrum. Its low price 

and accessibility make it an environment friendly for cooling needs. 

2. Research methodology

The research methodology of this research is divided into three portions:

mathematical modelling in which different governing equations are discussed to 

calculate COP and Cooling load, simulation analysis to validate theoretical cooling 

load and experimental setup and all these are explained below. 

2.1. Mathematical modelling 

There are two main parts of mathematical modelling in this research: first is for 

calculating the coefficient of performance of VARs and second is for calculating the 

cooling load of the system. 

The coefficient of performance is a dimensionless ratio that evaluates the 

efficiency of heat pumps, refrigeration systems, and other heat-transfer apparatuses. It 

is defined as the ratio of the intended output to the necessary input energy. A higher 

COP implies a more effective system since it transmits more heat per unit of energy 

unit. The parameters required to calculate coefficient of performance is shown in 

Table 1. 

Table 1. Parametric values to calculate COP. 

Parameter Expression Units Value 

Generator temperature Tg ℃ 90 

Condenser temperature Tc ℃ 30 

Absorber temperature Ta ℃ 26 
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Table 1. (Continued). 

Parameter Expression Units Value 

Evaporator temperature Te ℃ 5 

Heat input Qin W 30 

Concentration at Absorber exit Xabs - 0.35 

Concentration at Generator exit Xgen - 0.45 

Enthalpy at evaporator exit hfge kJ/kg 2434.6 

Enthalpy at condenser exit hfgc kJ/kg 115.6 

Enthalpy at generator exit hsg kJ/kg 2401.3 

Enthalpy at absorber exit hsa kJ/kg 44.0 

The volume of refrigerant that moves via a particular location in the system in 

unit time is called the mass flow rate (mr) in arefrigeration system. 

𝑚𝑟 =
𝑄𝑖𝑛

ℎ𝑓𝑔𝑒
(1) 

An important parameter in VARs is mass flow rate of strong solution and is given 

by; 

𝑚𝑠 = 𝑚𝑟 ×
𝑋𝑔𝑒𝑛 − 𝑋𝑎𝑏𝑠

𝑋𝑎𝑏𝑠 − 𝑋𝑔𝑒𝑛
(2) 

The mass of a solute (weak solution) flowing through a specific site in a unit time 

is usually expressed as the mass flow rate of the weak solution. 

mw = ms + mr (3) 

First of all, we’ll calculate heat transfer rate at evaporator i.e., Qe 

Qe = mr × hfge (4) 

Now, we’ll calculate the heat transfer at condenser so the equation required to 

find the heat transfer rate at condenser Qc is; 

Qc = mr × hfgc (5) 

Now, we’ll calculate the heat transfer at absorber so the equation required to find 

the heat transfer rate at absorber Qabs is; 

Qabs = ms × (hsg − hsa) (6) 

Now, we’ll calculate the heat transfer at generator so the equation required to find 

the heat transfer rate at generator Qgen is; 

Qgen = Qe + Qabs + Qc (7) 

Finally, now we’ll calculate coefficient of performance COP for methanol-water 

solution so; 

COP =
𝑄𝑒

𝑄gen
(8) 
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Finding the vapor absorption refrigeration system’s theoretical cooling load is the 

main goal of the experiment’s first phase. To determine the quantity of heat needs to 

be removed from the assigned space in order to maintain the required temperature, 

extensive calculations must be performed. Theoretical calculations consider various 

parameters, including ambient conditions, heat transfer characteristics, and 

refrigeration system specific requirements. Parameters to calculate cooling load and 

air properties of air at 20 ℃ is shown in Tables 2 and 3 respectively. 

Table 2. Parameters to calculate cooling load. 

Parameter Expression Units Value 

Area A m² 0.577 

Material - - Iron (darkgrey surface) 

Sunlight - - Very lessor none 

Doors/Windows - - None Extra 

Extra Heat Devices - - None 

Ambient Temperature TA °C 30 

Required Temperature Td °C 20 

Iron emissivity ε - 0.31 

Stefan-Boltzmann constant σ W/m2K4 5.67 × 10−8 

Table 3. Properties of air at 20 ℃. 

Property Expression Units Value 

Volumetric thermal expansion coefficient β 1/K 3.43 × 10−3 

Kinematic viscosity ν m2/s 2.02 × 10−5 

Thermal diffusivity α m2/s 2.17 × 10−5 

Thermal conductivity k W/mK 0.025 

Natural convection can be useful in a number of system parts in a vapor 

absorption refrigeration system, especially the absorber and the generator. 

Qnatural = (h)(A)(Tamb − Tdesired) (10) 

Now we will find out the forced convection and its value is 0 because no door 

and window are included. 

Hence, total convection is the sum of natural convection and forced convection 

and is given as;  

Qconvection = Qnatural + Qforced (11) 

Now we will find out the cooling load 

Qtotal = Qradiation + Qconvection (12) 

2.2. Simulation analysis 

HAP 4.9 software is employed to estimate the cooling load of a chamber having 

dimensions 3 by 3ft. HAP has given us the different graphical on the basis of 

parameters given to it according the Narowal’s geographical considerations. Figure 1 
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is a bar graph of yearly cooling load that illustrates the cumulative cooling for each 

day of the year. As heating load is not required and our main focus is cooling load so 

the graph shows the cooling load The U-value taken for the system is 0.397(BTU/(hr-

ft2-°F)). The value for zone flow is fixed 4.4 but the value of sensible load from hour 

to hour and has a minimum value 41.0 BTU/hr. and maximum value 61.8 BTU/hr. and 

these values are set according to condition of Narowal, Pakistan. 

Figure 1. Yearly cooling load. 

2.3. Experimental setup 

To complete the experimental setup, the following key components were used; 

• Evacuated Tube Solar Collector

• Absorber

• Condenser

• Evaporator

• Generator

2.3.1. Solar collector 

Solar Collectors are heat exchangers that collect solar radiation and transform it 

into thermal energy. In VARs, thermal energy s utilized to fuel the generation process, 

which entails boiling a methanol and water solution. The reinsulating methanol vapour 

travels to a condenser, where it discharges heat before condensing back into a liquid. 

The liquid methanol is then sent to absorber, where it combines with water vapour 

from the evaporator. This absorption process releases heat, which is absorbed by the 

chilling water. Solar collector is shown in Figure 2. 

Figure 2. Solar collector. 
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2.3.2. Absorber 

In a vapour absorption refrigeration system, the absorber performs an important 

function. Imagine a sponge absorbing water—that’s what the absorber does, but rather 

than water, it absorbs refrigerant vapour. This refrigerant vapour comes from the 

evaporator, where it’s been transformed from liquid due to low pressure and is ready 

to be absorbed. The absorber contains a liquid absorbent, often water in methanol-

water system. As the refrigerant vapour gets absorbed by the absorbent, it produces a 

richer solution. This absorption process is exothermic, mean it releases heat. The 

enriched solution is then circulated to another part of the system for regeneration. The 

absorber is shown is Figure 3. 

Figure 3. Absorber. 

2.3.3. Condenser 

The condenser is a heat transfer mechanism, usually a tube-and-fin design. Hot, 

high-pressure refrigerant vapour goes into the condenser. This vapour emanates from 

the generator, where it was distilled out of a mild methanol-water solution. Outside 

the condenser tubes, chilling water or air circulates. As the heated methanol vapour 

encounters the colder walls of the condenser, it condenses back into the liquid. This 

process releases the heat accumulated in the generator, and that’s what ultimately 

provides the chilling effect. Now liquid methanol, at a lower temperature, then departs 

the condenser, heading to the expansion valve for the next stage of the cycle. The 

colder liquid conveying the relinquished heat is then drawn away from the condenser. 

The condenser functions as a radiator, dispersing the heat extracted from the 

space to be chilled to the surrounding environment through the chilling water or air. 

This enables the low-pressure methanol to return to the evaporator, ready to absorb 

heat and repeat the cycle. It also functions like a heat disposal mechanism, removing 

the energy accumulated by the coolant and dispersing it to the surroundings. This 

enables the system to operate on a consistent refrigeration cycle. The condenser is 

shown in Figure 4. 
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Figure 4. Condenser. 

2.3.4. Evaporator 

The evaporator functions as a heat absorber in a refrigerator that absorbs 

methanol and water vapour. The refrigerant’s vaporization point is substantially 

reduced as a result of the low pressure. The heat is readily transferred from the heated 

object to the refrigerant when it comes into contact with these channels. The refrigerant 

undergoes a phase change, transitioning from a liquid to a low-pressure vapour as it 

absorbs this heat. This phase transition is essential. The refrigerant achieves the 

desired chilling effect by absorbing heat and vaporizing, thereby removing thermal 

energy from its surrounding and resulting in a decrease in temperature. This low-

pressure methanol absorbs heat from the object that needs to be cool, such as air or 

water. The methanol becomes vapour as it heats up, leaving the water solution behind 

to absorb additional heat and maintain a mild temperature. In a vapour absorption 

refrigeration system, the evaporator functions as a heat sink, absorbing heat from its 

surrounding through the process of refrigerant evaporation, which creates a 

revitalizing and cold atmosphere. The evaporator is shown in Figure 5. 

Figure 5. Evaporator. 

3. Complete experimental setup

In this research, a solar powered VARs was fabricated and tested. Methanol-

water was used as solution pair in which methanol worked as refrigerant and water as 

absorbent. The design, working and testing of the system was carried out at University 

of Engineering and Technology Lahore, Narowal Campus, Narowal city, Punjab 
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province, Pakistan, under the outdoor conditions of Narowal. The complete 

experimental setup of solar powered VARs is shown in Figure 6. 

Figure 6. Complete experimental setup. 

In vapour absorption refrigeration system low pressure methanol vapors enters 

the absorber from the evaporator. The methanol vapour dissolve within the absorber 

into cold water, forming a concentrated methanol solution. The energy discharged 

during methanol ingestion is dispersed by flowing chilly water through tubes within 

the absorber. The extremely strong methanol solution is delivered to the generator via 

a heating element. In the heating element, the highly concentrated methanol solution 

is warmed due to the blisteringly weak solution coming from the generator to the 

absorber. The tepid solution is heated more inside the generator, enabling methanol 

vapors to emerge from the solution. Methanol’s boiling temperature is lower than that 

of water. The excess feeble solution from the generator flows back to the absorber. 

The precisely purified methanol vapour then moves forward towards the condenser. 

In the condenser, the unused energy of methanol vapour is given off to the chilled 

water, resulting in methanol vapour condensing into liquid state. The elevated pressure 

of methanol causes a decrease in temperature, resulting in incomplete vaporization. 

This slightly vaporized liquid travels to the evaporator. Inside the evaporator, the 

liquid methanol thoroughly vaporizes. The unused energy of evaporation is taken in 

from additional substances being chilled, like air or water. The low-temperature 

methanol vapour departing the evaporator comes back to the absorber, completing the 

cycle. Figure 7 represents the process diagram of proposed system. 
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Figure 7. Schematic diagram of the system. 

4. Results and discussions

Figure 8 elaborates the comparison of cooling load using mathematical model

and simulation result. The comparison has been made for the month of June. 

Mathematical model shows a maximum value of 42.7 W and simulation result has 

shown 41.03 W cooling load in the month of June. The graph shows that value of 

cooling load is maximum in day time 12 pm–17 pm, after that graph start decreasing 

again. 

Figure 8. Comparison of mathematical model and HAP simulation for cooling load. 

The comparative analysis of coefficient of performance (COP) from both the 

current research and existing literature is shown in Figure 9. The graph clearly 

illustrates that the COP of the methanol-water system exceeds that of the ammonia-

water solution pair. In particular, the maximum COP for the methanol-water solution 

pair at the condenser temperature (Tc) of 30 ℃ and an evaporator temperature (Te) of 

5 ℃ is 0.42. Conversely, the ammonia-water solution pair attains a maximum COP of 

0.41 under identical conditions. It has also been noted that the coefficient of 

performance in both systems increases as the generator temperature increases. 
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Figure 9. Comparison of COP of current work with the work of Anand [13]. 

The coefficient of performance (COP) of the refrigeration system is illustrated in 

Figure 10, which highlights the impact of varying evaporator and generator 

temperatures (Te = 5 ℃, 10 ℃, and 15 ℃). It is evident from the graph that the highest 

COP is attained at the maximum evaporator temperature, Te = 15 ℃, as the generator 

temperature increases. This discovery underscores the significance of refining 

evaporator temperatures to enhance the efficiency of refrigeration system, particularly 

when the generator temperatures fluctuate significantly. The advantage of operating at 

high evaporator temperature is illustrated by the relationship between higher generator 

temperatures and enhanced COP at higher evaporator temperature. 

Figure 10. Variation of COP with generator temperature at different evaporator 

temperatures (Tc = 30 ℃). 

Impact of variations in the generator temperature on the coefficient of 

performance (COP), including the influence of varying condenser temperature is 

shown in Figure 11. It is evident that the COP reaches its maximum at a reduced 

condenser temperature, Tc = 10 ℃, as the generator temperature increases. This 

underscores a critical insight: in order to achieve maximum system efficiency, the 
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generator temperature should be maximized while simultaneously maintaining the 

condenser temperature at the lowest feasible level. The significance of precision 

control of temperatures in order to optimize the cycle’s performance in underscore by 

the intricate interplay between these temperature variables. 

Figure 11. Variation of COP with generator temperature at different condenser 

temperatures (Te = 5 ℃). 

The temperature drop fluctuation in the evaporator at 40%, 50%, and 60% 

solution concentrations is depicted in Figure 12. It has been noted that the largest 

concentration of methanol vapor produced in the evaporator results in the maximum 

temperature reduction. The evaporator has a temperature drop range of 7.8 ℃–16.3 

℃. High concentration was employed, resulting in increased methanol vapor emission 

and a significant variation in pressure across the evaporator and condenser. 

Figure 12. Variation of maximum temperature drop of evaporator. 

The impact of solution concentration on the system’s COP is displayed in Figure 

13. This graph demonstrates how raising the concentrations raises the COP. It has been

shown that high concentrations yield great performance since they produce a lot of 

methanol vapor. COP ranges from 0.35 to 0.62. Since the refrigeration system’s 

coefficient of performance rises with increasing pressure variation between the 
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condenser and evaporator (or generator), the high concentration results in both more 

released methanol and a greater pressure fluctuation between the two components. 

Figure 13. Maximum variable COP with variable concentration. 

5. Conclusion

An experimental investigation was conducted in the present work using methanol

as a refrigerant in an absorption-refrigeration cooling system at University of 

Engineering and Technology Lahore, Narowal Campus. It can be concluded that the 

investigated system is viable practically and ecologically, where the approach is more 

effective as an outcome of using a renewable energy source and does not harm the 

ozone layer, resulting in a smaller adverse effect on global warming. Physically, a 

higher temperature drop could be attained by the studied system at higher 

concentrations as an outcome of generating a higher amount of refrigerator vapor, 

where the drop ranged from 7.8 ℃ to 16.3 ℃, concluding that the system is more 

efficient thermally. Additionally, as generator temperature increases, COP increases 

as a consequence when the maximal generator temperature reaches 100 ℃. The COP 

of Methanol- Water solution is 6% higher than the COP of Ammonia-Water solution 

in the refrigeration system (VARS), i.e., 0.42, for Methanol-Water and 0.41, for 

Ammonia-Water. The theoretical cooling load is 42.7 watts, and by conducting 

analysis, the value of the cooling load is 0.14 MBU, i.e., 41.03 watts. The principal 

implementation of this undertaking is its use at the domestic level. Cost effectiveness 

and improved efficiency by using methanol as a refrigerant are the potential uses of a 

solar-operated refrigeration system. Non-renewable energy sources are scarce and 

could cease to be available to us by the next century, which makes it more crucial than 

ever for us to make use of all forms of renewable energy, such as solar. Despite 

challenges and limitations, solar-operated vapor absorption refrigeration systems 

using methanol water offer a promising and sustainable option for domestic cooling. 
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Nomenclature 

COP Co-efficient of performance 

mr mass flow rate 

Qin heat input 

mw mass flow rate of weak solution 

Xabs Concentration at Absorber exit 

ms mass flow rate of strong solution 

Qgen heat transfer rate at generator 

A area 

Tamb Ambient Temperature 

Xgen Concentration at Generator exit 
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Abstract: This investigation derives formulas to predict the mixed convective surface
conductance of a flat isotropic surface roughness having a convex perimeter in a
Newtonian fluid with a steady forced flow in the plane of that roughness. Heat transfer
measurements of a 30.5 cm square rough plate with forced air velocities between 0.1m/s
and 2.5 m/s were made by the present apparatus in two inclined and all five orthogonal
orientations. The present work’s formulas are compared with 104 measurements in
twelve data-sets. The twelve data-sets have root-mean-square relative error (RMSRE)
values between 1.3% and 4% relative to the present theory. The present work’s formulas
are also compared with 78 measurements in 28 data-sets on five vertical rough surfaces
in horizontal flow from prior work. The five stucco data-sets have RMSRE values
between 2.5% and 6.5%; the other data-sets have RMSRE values between 0.2% and
5%.

Keywords: heat transfer; surface roughness; natural convection; forced flow

1. Introduction
Natural convection is the flow caused by nonuniform density in a fluid under the influence

of gravity. Forced convection is the heat or solute transfer to or from a surface induced by forced
fluid flow parallel to that surface. Mixed convection is the heat or solute transfer when both
processes are operating simultaneously.

Modeling mixed convection from the exterior faces of walls and roofs is essential to
predicting the thermal performance of buildings and determining their heating and cooling
requirements. This investigation derives and tests mixed convection formulas for a rough, flat
exterior face at any inclination, subjected to forced flow in the plane of the surface.

Three modes of forced flow of a Newtonian fluid along a (flat) surface are laminar flow,
turbulent flow, and rough flow. Flow along flat, smooth plates gradually transitions from
laminar to turbulent in a continuous boundary-layer1 [1].

Surface roughness repeatedly disrupts the boundary-layer in rough flow, which occurs
along rough surfaces [2].

Forced convection fluid flow is parallel to the surface. In natural convection the
temperature difference between the fluid and surface creates an upward or downward fluid flow,
which is not necessarily parallel to the surface. Along a vertical plate, “aiding” has natural and
forced flows in the same direction; “opposing” flows are in opposite directions.

Natural convection is sensitive to plate inclination, while forced convection is not. Forced
convection has different formulas for laminar, turbulent, and rough flows, while a single formula
governs both laminar and turbulent natural convection [3–5].

There is a symmetry in external natural convection; a cooled plate induces downward
flow instead of upward flow. Flow from a cooled upper face is the mirror image of flow from
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a heated lower face. Flow from a cooled lower face is the mirror image of flow from a heated
upper face.

The rest of this investigation assumes a surface warmer than the fluid.

1.1. Fluid mechanics
In engineering, heat transfer rates for both natural and forced convection are expressed

using the average surface conductance h with units W/(m2 · K).
In fluid mechanics, the convective heat transfer rate is represented by the dimensionless

average Nusselt number (Nu ≡ hL/k), where k is the fluid’s thermal conductivity with units
W/(m · K), and L is the system’s characteristic length (m).

The Reynolds number Re is dimensionless and proportional to fluid velocity. The
Rayleigh number Ra is the impetus for fluid flow due to temperature difference and gravity.
A fluid’s Prandtl number Pr is its momentum diffusivity per thermal diffusivity ratio. The
system’s characteristic length L scales bothNu and Re; Ra is scaled by L3; both h and Pr are
independent of L.

1.2. Combining transfer processes
Equation (1) is an unnamed form for combining functions which appears frequently in

heat transfer formulas:
F p = F p

1 + F p
2 (1)

Churchill and Usagi [6] stated that such formulas are “remarkably successful in correlating
rates of transfer for processes which vary uniformly between these limiting cases.” Convection
transfers heat (or solute) between the plate and fluid.

1.3. The ℓp-norm
When F1 ≥ 0 and F2 ≥ 0, taking the pth root of both sides of Equation (1) yields a

vector-space functional form known as the ℓp-norm, which is notated ∥F1 , F2∥p :

∥F1 , F2∥p ≡ [ |F1|p + |F2|p]1/p (2)

Norms generalize the notion of distance. Formally, a vector-space norm obeys the triangle
inequality: ∥F1, F2∥p ≤ |F1|+|F2|, which holds only for p ≥ 1. However, p < 1 is also useful.
• When p > 1, the processes modeled by F1 and F2 compete and ∥F1, F2∥p ≥

max(|F1|, |F2|); the most competitive case is ∥F1, F2∥+∞ ≡ max(|F1|, |F2|).
– Equation (25) uses the ℓ3-norm.
– Equation (26) uses the ℓ

√
3-norm.

• The ℓ2-norm is equivalent to root-sum-squared; it models perpendicular competitive
processes.
– Equations (21) and (23) use the ℓ2-norm.

• The ℓ1-norm models independent processes; ∥F1, F2∥1 ≡ |F1|+ |F2|.
• When 0 < p < 1, the processes cooperate and ∥F1, F2∥p ≥ |F1|+ |F2|.

– Cooperation between conduction and flow-induced heat transfer manifests as the
ℓ1/2-norm in natural convection Equation (7).

• When p < 0, ∥F1, F2∥p ≤ min(|F1|, |F2|), with the transition sharpness controlled by p;
the extreme case is ∥F1, F2∥−∞ ≡ min(|F1|, |F2|). Negative p can model a single flow
through serial processes; the most restrictive process limits the flow.
– Equation (18) uses the ℓ−4-norm.
– Equation (A4) uses the ℓ−

√
1/3-norm.
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1.4. Roughness
The present theory treats surface roughness as an elevation function z(x, y) defined on an

areaA having a convex perimeter. Function z(x, y) has only one value at each (x, y) coordinate;
thus surfaces with tunnels and overhangs are disqualified, as are porous surfaces. The mean
elevation z and root-mean-squared (RMS) height-of-roughness ε≪ L are:

z =

∫
A

z dA
/∫

A

dA (3)

ε =

√∫
A

|z − z|2 dA
/∫

A

dA (4)

1.5. Prior work
Nearly all of the experimental prior works [7–13] concern smooth plates. The exception

is Rowley et al. [14], the 1930 result of cooperative research between the University of
Minnesota and the American Society of Heating and Ventilation Engineers. They measured
mixed convection of 0.305 m square vertical plates in horizontal flow in a wind tunnel. They
tested common rough exterior surfaces, specifically concrete, brick, stucco, and rough and
smooth plaster.

Mixed convection measurements from the graphs in Rowley et al. [14] were captured by
measuring the distance from each point to its graph’s axes, then scaling to the graph’s units
using the “Engauge” software (version 12.1). Table 1 lists the data-sets to be compared with
the present theory, where θ is the angle of the plate from vertical and ψ is the angle of the forced
flow from the zenith; ψ = 90◦ is horizontal.

1.6. Approaches
Rowley et al. [14] provided graphs for engineering use which cover both laminar and

turbulent flows. It applies only to forced horizontal flow in the plane of a vertical plate. It lacked
a roughness metric which would have allowed application to other types of rough surfaces.
Unfortunately, forced convection from rough plates does not scale simply, being inversely
proportional to log2(L/ε).

The present work is primarily theoretical, combining the system-wide heat transfer
derivations of natural and forced convections from Jaffer [5] and Jaffer [2], respectively. It
applies to convex flat surfaces at any inclination having isotropic roughness with 0 < ε ≪ L

and forced flow parallel to the surface.

1.7. Not empirical
Empirical theories derive their coefficients from measurements, inheriting the

uncertainties from those measurements. Theories developed from first principles derive
their coefficients mathematically. For example, Incropera et al. [15] (p. 210) gives the thermal
conductance of one face of a diameter D disk into a stationary, uniform medium having
thermal conductivity k as exactly 8 k/[πD] (units W/(m2 · K)). The present theory derives
from first principles; it is not empirical. Each formula is tied to aspects of the plate geometry
and orientation, fluid, and flow.
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Table 1. Rowley et al. mixed convection data-sets.

Surface θ ψ Ra ≥ Ra ≤ Re ≥ Re ≤ Count

smooth-plaster 0.0◦ 90.0◦ 2.8× 106 1.1× 107 7.9× 104 8.3× 104 2
smooth-plaster 0.0◦ 90.0◦ 3.1× 106 1.1× 107 6.7× 104 7.1× 104 2
smooth-plaster 0.0◦ 90.0◦ 3.2× 106 1.1× 107 5.6× 104 5.9× 104 2
smooth-plaster 0.0◦ 90.0◦ 3.7× 106 1.1× 107 4.5× 104 4.7× 104 2
smooth-plaster 0.0◦ 90.0◦ 4.1× 106 1.2× 107 3.4× 104 3.5× 104 2
smooth-plaster 0.0◦ 90.0◦ 5.0× 106 1.2× 107 2.2× 104 2.3× 104 2
concrete 0.0◦ 90.0◦ 1.1× 107 1.1× 107 7.9× 104 7.9× 104 1
concrete 0.0◦ 90.0◦ 7.9× 106 1.1× 107 6.7× 104 6.9× 104 3
concrete 0.0◦ 90.0◦ 2.9× 106 1.1× 107 5.6× 104 5.9× 104 7
concrete 0.0◦ 90.0◦ 3.1× 106 1.1× 107 4.5× 104 4.7× 104 2
concrete 0.0◦ 90.0◦ 3.9× 106 1.1× 107 3.4× 104 3.5× 104 2
concrete 0.0◦ 90.0◦ 4.3× 106 1.2× 107 2.2× 104 2.4× 104 2
brick 0.0◦ 90.0◦ 2.0× 106 1.1× 107 6.4× 104 6.7× 104 6
brick 0.0◦ 90.0◦ 3.4× 106 1.1× 107 5.5× 104 5.8× 104 4
brick 0.0◦ 90.0◦ 2.7× 106 1.1× 107 4.5× 104 4.7× 104 3
brick 0.0◦ 90.0◦ 3.1× 106 1.1× 107 4.0× 104 4.2× 104 5
brick 0.0◦ 90.0◦ 4.3× 106 1.1× 107 3.0× 104 3.2× 104 4
brick 0.0◦ 90.0◦ 5.3× 106 1.1× 107 1.7× 104 1.8× 104 4
rough-plaster 0.0◦ 90.0◦ 1.1× 107 1.1× 107 6.7× 104 6.7× 104 1
rough-plaster 0.0◦ 90.0◦ 3.6× 106 1.1× 107 5.6× 104 5.9× 104 2
rough-plaster 0.0◦ 90.0◦ 3.7× 106 1.1× 107 4.5× 104 4.7× 104 2
rough-plaster 0.0◦ 90.0◦ 4.0× 106 1.2× 107 3.4× 104 3.5× 104 3
rough-plaster 0.0◦ 90.0◦ 4.8× 106 1.2× 107 2.2× 104 2.4× 104 2
stucco 0.0◦ 90.0◦ 1.1× 106 1.1× 107 6.7× 104 7.1× 104 2
stucco 0.0◦ 90.0◦ 6.9× 105 1.1× 107 5.6× 104 6.0× 104 3
stucco 0.0◦ 90.0◦ 1.2× 106 1.1× 107 4.5× 104 4.8× 104 3
stucco 0.0◦ 90.0◦ 1.5× 106 1.1× 107 3.4× 104 3.6× 104 3
stucco 0.0◦ 90.0◦ 2.1× 106 1.1× 107 2.2× 104 2.4× 104 2

1.8. RMS relative error
Root-mean-squared (RMS) relative error (RMSRE) provides an objective, quantitative

evaluation of experimental data versus theory. It gauges the fit of measurements g(Rej)
to function f(Rej), giving each of the n samples equal weight in Equation (5). Along
with presenting RMSRE, charts in the present work split RMSRE into the bias and scatter
components defined in Equation (6). The root-sum-squared of bias and scatter is RMSRE.

RMSRE =

√√√√ 1

n

n∑
j=1

∣∣∣∣ g(Rej)f(Rej)
− 1

∣∣∣∣2 (5)

bias =
1

n

n∑
j=1

{
g(Rej)

f(Rej)
− 1

}
scatter =

√√√√ 1

n

n∑
j=1

∣∣∣∣ g(Rej)f(Rej)
− 1− bias

∣∣∣∣2 (6)
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2. Natural convection
Jaffer [5] derived a natural convection formula for external flat plates (with convex

perimeter) in any orientation from its analyses of horizontal and vertical plates. This
investigation uses the same approach.

Figure 1a–c show the induced fluid flows around heated vertical and horizontal surfaces.
For a horizontal plate with heated upper face, streamlines photographs in Fujii and

Imura [3] show natural convection pulling fluid horizontally from above the plate’s perimeter
into a rising central plume. Figure 1b is a diagram of this upward-facing convection. Horizontal
flow is nearly absent at the elevation of the dashed line.

The streamlines photograph of a vertical plate in Fujii and Imura [3] shows fluid being
pulled horizontally before rising into a plume along the vertical plate. Figure 1a is its diagram.

Modeled on a streamlines photograph in Aihara et al. [16], Figure 1c is a flow diagram
for a horizontal plate with heated lower face. Unheated fluid below the plate flows horizontally
inward. It rises a short distance, flows outward closely below the plate, and flows upward upon
reaching the plate edge. The edge flows self-organize so that they are at the opposing edges of
the plate which are nearest to each other.

Horizontal flow in Figure 1b is radial, but not radial in Figure 1c.

(a)

(c)

(b)

Figure 1. (a) Vertical plate, (b) flow above a heated plate, and (c) flow below a heated
plate.

An important aspect of all three flow topologies is that fluid is pulled horizontally before
being heated by the plate. Pulling horizontally expends less energy than pulling vertically
because the latter does work against the gravitational force. Inadequate horizontal (or vertical)
clearance around a plate can obstruct flow and reduce convection and heat transfer; such a plate
is not “external”.

From thermodynamic constraints, Jaffer [5] derives generalized natural convection
Equation (7) with the parameters specified in Table 2:
• θ is the angle of the plate from vertical;
• L is the characteristic length of a flat plate with convex perimeter:

– face up L∗ is the area-to-perimeter ratio;
– vertical L′ is the harmonic mean of the perimeter vertical spans (the height of a

level rectangle);
– face down LR is the harmonic mean of the perimeter distances to that bisector

which is perpendicular to the shortest bisector (1/2 of the shorter side of a
rectangle);

• Nu0 is the conduction into the fluid when not moving (static);
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• Ra′ is computed with vertical L′; Ra∗ = Ra′ [L∗/L′]3; RaR = Ra′ [LR/L
′]3.

Pr does not affect upward-facing heat transfer because the heated fluid flows directly
upward, as does conducted heat. When heated fluid must flow along vertical and
downward-facing plates, its heat transfer potential is reduced by dividing Ra by Ξ from
Equation (8).

• E is the count of 90◦ changes in direction of fluid flow;
• B is the sum of the mean lengths of flows parallel to the plate divided by L;
• C is the plate area fraction responsible for flow induced heat transfer;
• D is the effective length of heat transfer contact with the plate divided by L;
• The ℓp-norm combines the static conduction and induced convective heat flows.

Nu =

∥∥∥∥∥Nu0 [1− C
]
,

2+E

√[
C DNu0

]3+E 2

B
Ra

∥∥∥∥∥
p

(7)

Ξ =

∥∥∥∥1 , 0.5

Pr

∥∥∥∥√
1/3

Nu∗0 =
2

π
Nu′0 =

24

4
√
2π2

(8)

Table 2. Natural convection parameters.

Face θ L Nu Nu0 Ra E B C D p

up −90◦ L∗ Nu∗ Nu∗0 Ra∗ 1 2 1/
√
8 1 1/2

vertical 0◦ L′ Nu′ Nu′0 Ra′/Ξ 1 1/2 1/2 1/4 1/2

down +90◦ LR NuR Nu′0/2 RaR/Ξ 3 4 1/2 2 1

2.1. Effective vertical reynolds number
From the derivation in Jaffer [5] withRa′/Ξ ≫ 1,Nu ≈ C DNu0Re. Heat transferNu′

is reduced by the self-obstruction factor 1/ 3
√
Ξ, which grows withPr. However, heat transfer is

not the same as fluid flow, which increases with decreasing Pr. The Ξ3 factor in Equation (9)
makes ReN increase with decreasing Pr. Proposed is Equation (9) as the Reynolds number
associated with the natural convective flow from a vertical plate.

ReN ≈ NuΞ2+E

Nu0 C D
=

8Nu′ Ξ3

Nu′0
Nu′ ≫ Nu′0 (9)

2.2. Natural convection from an inclined plate
Ra is proportional to gravitational acceleration. Following the approach of Fujii and

Imura [3], the Ra argument to h′(Ra) ≡ k Nu′(Ra)/L′ is scaled by |cos θ|, modeling the
reduced convection of a tilted plate as a reduction in gravitational acceleration. Similarly,
the Ra arguments to h∗ and hR are scaled by |sin θ|. An unobstructed plate induces a single
steady-state mode of natural convection (face up, down, or vertical). The instances of max() in
Equation (10) choose the largest surface conductance among these modes.

h =

max
(
h′(|cos θ|Ra′/Ξ), h∗(|sin θ|Ra∗)

)
sin θ < 0

max
(
h′(|cos θ|Ra′/Ξ), hR (|sin θ|RaR/Ξ)

)
sin θ ≥ 0

(10)
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In reality, the θ transition is more gradual using the ℓ16-norm in Equation (11):

h =


∥∥h′(|cos θ|Ra′/Ξ), h∗(|sin θ|Ra∗)∥∥

16
sin θ < 0∥∥h′(|cos θ|Ra′/Ξ), hR (|sin θ|RaR/Ξ)

∥∥
16

sin θ ≥ 0
(11)

2.3. Rough natural convection
The agreement of rough plate measurements with theory over the±90◦ range in Figure 2

indicates that Equation (11) governs plates with RMS height-of-roughness 0 ≤ ε≪ L.
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Figure 2. Rough ε = 3.0 mm natural convection versus angle.

3. Forced convection
Forced convection Nu is the heat transfer caused by forced flow along (and parallel to)

a heated plate. The surface conductance hF ≡ Nuk/L grows with ReF , Pr, and k. Its
characteristic length L is the length of the plate in the direction of forced flow.

3.1. Rough convection
Jaffer [2] derives the forced convection Nuρ of rough flow from isotropic, periodic

roughness:

Nuρ(ReF ) =
ReF Pr

1/3
∞ w

6 [ln (L/ε)]2
ReF >

[
0.664

ε

]2
LP L (12)

w = ∥1, ε/LW ∥√
1/2

(13)
• ε≪ L is the root-mean-squared (RMS) height of roughness.
• LP ≪ L is the isotropic period of the roughness [2].
• LW is the width of the plate (perpendicular to L).
• Pr∞ is the bulk fluid’s Prandtl number (far from the plate).

If the roughness extends to the plate’s rim, then it increases the effective width of the rough
face by more than 2 ε because, in addition to the fluid adjacent to plate’s face and rim, the fluid
near the edge between them is affected. Thus ε and plate width LW cooperate weakly, leading
to an effective width of ∥LW , ε∥√

1/2
. Dividing by LW , Equation (13) is the edge roughness

correction factor w. Figure 3 graphs w as a function of ε.
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Figure 3. Edge roughness correction factor.

3.2. Plateau roughness
There are isotropic, periodic roughnesses whose convective heat transfer differs from

Equation (12).
• Informally, a “plateau roughness” is an isotropic, periodic roughness with most of its area

at its peak elevation. A quantitative definition is given in Jaffer [2].
• A “plateau wells roughness” is an array of co-planar wells dropping below a flat surface.
• A “plateau islands roughness” is an array of co-planar islands.

The present apparatus plate has plateau islands roughness.
For a given ReF , a plateau roughness may contain areas transferring heat per

Equation (12), and separate areas transferring heat as turbulent flow along a smooth plate,
but with characteristic length LP .

3.3. Turbulent forced convection
Jaffer [2] derives the average surface conductance, hF ≡ Nuτ k/L, of turbulent flow

along an isothermal plate as Equation (14).

Nuτ =
Nu0ReF fτ√

3

√
Pr/

√
162 + 1√

162Pr fτ + 1
3

√
Pr/Ξ

∥1, 1/Pr∥3

√
162 ≡ 9

√
2 (14)

fτ =
2−5/4[

W0

(
ReF /

√
3
)
− 1

]2 Ξ =

∥∥∥∥1, 0.5

Pr

∥∥∥∥√
1/3

Nu0 =
24

π2 4
√
2

(15)

• The fluid’s effective Prandtl number Pr = Pr
1/4
W Pr3/4∞ (from Žukauskas and

Šlančiauskas [17]).
PrW is the Prandtl number of fluid at wall (plate) temperature.
Pr∞ is the Prandtl number of fluid at the bulk flow temperature.

• W0 is the principal branch of the Lambert W function, defined as
W0(φ expφ) = φ when φ ≥ 0.

• In Equation (15), 2−5/4 replaces the 3
√
2/3 coefficient from Jaffer [2], a +0.11%

correction.
• Plateau islands roughness can shed rough and turbulent flow simultaneously.

3.4. Plateau islands roughness
The plateau islands roughness described in Appendix C has Nuρ Equation (12) rough

convection in the leading ReI/ReF portion of the plate, and NuI Equation (16) turbulent
convection in the rest of the plate. Equation (17) ReI separates the regions, where L• is the
ratio of each (convex) island’s area to its perimeter.
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NuI =

{
1− Ω+

∥∥∥∥Ω2 , 2 ε [4L•]L2
P

∥∥∥∥
2

}
L

LP
Nuτ

(
ReF LP

L

)
(16)

ReI =
33 ε2 L2

L• L3
P

ln
33 ε2 L2

√
3L• L3

P

(17)

Nuι =NuI(ReF ) +Nuρ (∥ReF , ReI∥−4)−NuI (∥ReF , ReI∥−4) (18)

“Openness” 0 < Ω < 1 is the non-plateau area per cell area ratio. Given a w × w matrix
of elevations Ss,t:

Ω ≈ 1

w2

w−1∑
t=0

w−1∑
s=0

1, Ss,t < max(S)− ε2/LP

0, otherwise
(19)

In the log-log plots in Figure 4a,b, the effective ReF exponent is the slope of its line.
For example, the “ReF /200” and “ReF /333” lines have slope 1; thus they are proportional to
ReF

1 ≡ ReF . In each plot, the “bi-level” trace is Nuι Equation (18). The “turbulent part”
trace is Equation (20), which is the turbulent component of Nuι Equation (18):

NuI(ReF )−NuI (∥ReF , ReI∥−4) (20)

In both Figure 4a,b, the slope of the Equation (20) “turbulent part” trace is close to 1
throughmore than an order of magnitude ofReF . The discrepancy at largerReF is unimportant
because the heat transfer is dominated by forced convection in that range.
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Figure 4. (a) Forced convection ReI = 6178 and (b) Forced convection ReI = 55, 566.

4. Mixing natural and forced convections
The previous sections established that:

• The effective natural Reynolds number ReN is proportional to NuN when NuN ≫ Nu0.
• Forced rough convection Nuρ is proportional to ReF in Equation (12).
• And forced turbulent Equation (20) is nearly proportional to ReF when ReF > ReI .

On that basis, this investigation proposes:
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• Surface conductances hN and hF both being proportional to Reynolds numbers indicates
that they are commensurate; they can be combined using symmetrical functions such as
the ℓp-norm.

One approach to predicting mixed convection would be to computeNu from a function of
ReF and ReN . However, choosing a single Nu formula is problematic; while Re and Nu
are nearly proportional in all three cases, their coefficients are very different. Also, rough
convectionNuρ is strongly dependent on height-of-roughness ε, but Section 2 found that natural
convection is insensitive to roughness ε≪ L.
• This investigation combines a natural surface conductance hN (specifically h∗, h′, or hR)

with the forced surface conductance hF using the ℓp-norm (where p depends on plate
and flow orientations). Surface conductance h is used instead of Nu in order to avoid
characteristic-length mismatch between Nu formulas.

This approach departs from prior works (all of which concerned smooth plates), which
compute Nu from a ratio of powers of ReF and the Grashof number Gr = Ra/Pr.

4.1. Theory and measurements
Figures which follow plot Nu at L = L′ measurements and theoretical curves versus

103 < ReF < 105 using logarithmic scales on both axes. Logarithmic scales do not include 0;
the following figures plot the natural convection measurement (ReF = 0) at ReF = 103.

θ is the angle of the plate from vertical; −90◦ is face up; +90◦ is face down.
ψ is the angle of the forced flow from the zenith; ψ = 90◦ is horizontal flow; ψ = 0◦

is upward. In this investigation, forced flow is always parallel to the plate; hence, horizontal
plates have ψ = 90◦.

RMSRE is calculated from the measurements between the vertical lines, 1950 < ReF <

5× 104.
The ε = 3 mm plate sheds only rough flow at 1950 < ReF < 5 × 104; its graphs are

captioned “rough”. The ε = 1.04 mm plate sheds rough flow at ReF < ReI = 6178 and
turbulent flow otherwise. Hence it sheds mostly turbulent flow at 1950 < ReF < 5× 104; its
graphs are captioned “turbulent”.

5. Horizontal forced flow

5.1. Vertical plate with horizontal forced flow
Figure 1a shows that fluid is drawn horizontally towards the heated surface, then rising.

The forced and natural heat flows are thus perpendicular, suggesting the ℓ2-norm for combining
hF and vertical h′:

h =
∥∥hF , h′∥∥2 (21)

5.2. American society of heating and ventilation engineers
Rowley et al. [14] measured mixed convection of 0.305 m square vertical plates in

horizontal flow in awind tunnel. Their graphs report surface conductance of the plate versusTm,
the mean of the plate and airflow (Fahrenheit) temperatures. The Rayleigh numbers used by
natural convection formulas have the temperature difference as a factor. Through trial and error
it was found that taking 1.05Tm as the (Fahrenheit) plate temperature and 0.95Tm as the fluid
temperature kept RMSRE values less than 10%, which fixed temperature offsets did not. Using
coefficients of 1.1 and 0.9 or 1.2 and 0.8 did not strongly affect RMSRE values.

Figures 5 and 6 compare (Nu ≡ hL/k) Equation (21) with measurements of vertical
plates in horizontal flow shedding turbulent and rough flow, respectively.
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Figure 5. Vertical plate in horizontal forced turbulent flow.
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Figure 6. Vertical plate in horizontal forced rough flow.

At a constant rate of airflow, increasing fluid temperature causes kinematic viscosity ν to
grow and hF to shrink becauseReF = V L/ν. However, the traces in the graphs from Rowley
et al. [14] show increasing convective conductance with temperature. Rowley et al. [14] reports
the airspeed measured at the center of the duct (of which the rough plate replaces one side).
However, V is defined as the average velocity inside a duct. Let V⊙ be the velocity at the
center of the duct.

The velocity is 0 at the duct wall, so some velocity near the wall must be used as the
effective velocity V at the test plate. The velocity profile across the duct develops from flat
at the duct entrance to the Hagen-Poiseuille parabolic velocity profile for a “fully developed”
flow [18] (p. 356). The dimensionless development length is LD/D = 25.625, where LD =

5.207m is the duct length between the fan and the leading edge of the plate andD = 203.2mm
is the hydraulic-diameter of the duct.

V = V⊙ when LD = 0; otherwise V < V⊙. Dimensional analysis finds that V must
depend on V⊙, LD/D, ν, and a viscosity parameter which is independent of temperature. For
a gas, let ν0 be the viscosity at its boiling point.
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Dry air is composed of 78.084% N2, 20.946% O2, and 0.934% Argon. N2 has kinematic
viscosity ν0 = 1.15× 10−6 m2/s at its 77.355 K boiling point. O2 has ν0 = 1.58× 10−6 m2/s
at its 90.188 K boiling point; Argon gas has 1.4223 × 10−6 m2/s at 100 K. Combining these
per the air percentages yields ν0 = 1.2422 × 10−6 m2/s. Equation (22) is the effective V at
the plate.

V = V⊙

/[
1 +

√
2
LD

D

ν0
ν

]
ν0 ≈ 1.2422× 10−6 m2

s
(22)

Rowley et al. [14] did not characterize the roughnesses other than to note that the forced
convection component was greatest from stucco, followed by brick and rough-plaster, followed
by concrete, and the least from smooth-plaster. This investigation has assigned the RMS
height-of-roughness (ε) parameters shown in Table 3.

Table 3. Assigned parameters.

Figure Surface ϵ ε

Figure 7 stucco 0.91 1.47 mm
Figure 8a rough-plaster 0.91 0.75 mm
Figure 8b brick 0.93 0.75 mm
Figure 9a concrete 0.94 0.55 mm
Figure 9b smooth-plaster 0.91 0.20 mm

Rowley et al. [14] did not address thermal radiative transfers except to state “In order
to obtain average radiation conditions, the inside surface of the test duct was painted a dull
gray, and all the pipe outside of the refrigerator was covered with a one-inch thick blanket of
insulating material.” Table 3 shows common values for the surface emissivity ϵ of each rough
material tested. Experimenting with its value, an effective inside surface emissivity of ϵ = 0.70

keeps all non-stucco RMSRE values less than 5%. Unexpectedly small for paint, ϵ = 0.70

would compensate for the wind-tunnel walls being warmer than the forced airflow.
Figure 7 shows the mixed convective conductance curves for stucco, the roughest surface

Rowley et al. [14] tested. The derivation in Jaffer [2] of rough convection Equation (12) assumes
isotropic roughness. Stucco being non-uniform in its application, it has larger RMSRE than the
other surfaces.
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Figure 7. Stucco.

Figures 8a,b and 9a,b compare the present theory with measurements from rough plaster,
brick, concrete, and smooth plaster, respectively2. Closer to the isotropic ideal, they have
RMSRE values smaller than 5%.
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Lacking the actual RMS height-of-roughness and emissivities of the original apparatus,
while these results lend support to the present theory, they are not conclusive.
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5.3. Upward facing plate
Figure 1b shows that flow is inward above the heated surface. Forced flow parallel

to the surface is thus compatible with upward natural convection h∗. Their heat flows are
perpendicular, suggesting the ℓ2-norm for combining h∗ and hF :

h =
∥∥hF , h∗∥∥2 (23)

Figures 10 and 11 compare Equation (23) with measurements of upward-facing plates
shedding turbulent or rough flow, respectively.

5.4. Downward facing plate
Figure 1c shows that flow is outward immediately beneath the heated surface. Forced

flow parallel to this surface is thus incompatible with downward natural convection hR. These
two fluid flows will compete for surface area. Table 2 shows that NuR is asymptotically
proportional to 5

√
RaR. The ℓ5-norm combines RaR with ReF 5, manifesting the fragility of
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hR flow because moderate ReF values can overpower the hR term:

h =
∥∥hF , hR∥∥5 (24)
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Figure 10. Upward facing plate in horizontal forced turbulent flow.
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Figure 11. Upward facing plate in horizontal forced rough flow.

Figures 12 and 13 compare Equation (24) with measurements of downward-facing plates
shedding turbulent or rough flow, respectively.

6. Vertical plate with vertical forced flow
A vertical plate with vertical forced flow requires a more thorough analysis.
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Figure 12. Downward facing plate in horizontal forced turbulent flow.
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Figure 13. Downward facing plate in horizontal forced rough flow.

6.1. Velocity profiles
The velocity profile function u(y) is the velocity at x = L/2 and distance 0 < y < δ from

the plate, where δ is the boundary layer thickness at x = L/2. Positive u(y) is in the direction
of forced flow. The upper plot in Figure 14 shows the velocity profiles of forced turbulent and
natural convection adjacent to a vertical 30.5 cm square plate per the theory in Appendix A, as
well as their sum and difference profiles.

The widest y span of constant u(y) occurs in opposing vertical flows when ReF =

ReN . Because of the laminar sublayer of turbulent flows, this cancellation occurs around
u = 0.065 m/s, not u = 0.

The lower plot in Figure 14 shows the theoretical velocity profiles of forced turbulent
flow, and that flow combined with laminar natural flow. The forcedReF values are double and
half of natural ReN .

In the opposing flow cases, the “forced− natural” and “forced− natural 21,600” traces
both have two inflection points near the plate. These indicate that the boundary layer is split,
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with laminar flow at 0 < y < 5 mm and turbulent flow at 5 < y < 15 mm.
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Figure 14. Velocity profiles.

6.2. Vertical plate with forced downward flow
Because the net velocity of the “forced− natural 5400” curve goes negative near the plate,

these opposing fluid flows compete for plate area. Nu′ is asymptotically proportional to 3
√
Ra′

in Table 2; the ℓ3-norm combines Ra′ with ReF 3 (which is more robust than the ℓ5-norm):

h =
∥∥hF , h′∥∥3 (25)

The “forced− natural 21,600” trace indicates that its boundary layer is split with laminar
natural flow near the plate and forced turbulent flow away. This serves to increase heat transport
through the boundary layer (compared with pure laminar), exceeding the ℓ2-norm, but less than
the ℓ

√
2-norm. The “mixed ℓ

√
3-norm” curve, Equation (26), is close to the upper measurements

in Figures 15 and 16.
h =

∥∥hF , h′∥∥√3
(26)

Both the 1 mm and 3 mm plates had plateau islands roughness, as described in Section 3.
The ReI arrow marks the transition from rough to turbulent flow along the plateau islands
roughness.

The ReN arrow indicates the position of natural convection’s effective Reynolds number
calculated by Equation (9). “ReN χI” is ReN scaled by the roughness correction (χI ≥ 1)
detailed in Appendix B; it marks the ReF lower-bound of the transition between p = 3 and
p =

√
3.
When the whole plate is shedding turbulent flow, χI = 1. When the whole plate is

shedding rough flow, χI = χ, which is derived in Appendix A. The close spacing between the
arrows in Figure 15 indicates that nearly all of the plate is shedding turbulent flow.

Figures 15 and 16 show the theory curve and themeasurements switching from the “mixed
ℓ3-norm” to the “mixed ℓ

√
3-norm” at ReF > ReN χI .
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Figure 15. Vertical plate in opposing forced turbulent flow.

10
1

10
2

10
3

10
3

10
4

10
5

Re
N

 ≈ 5230 Re
N

 χ
I
 ≈ 6465

Re
I
 = 55566

RMSRE  Bias  Scatter  Used

  2.6%   −0.7%   2.5%  11/13

 ε = 3 mm;  θ = 0°;  ψ = 180°
 L = 305 mm

av
er

ag
e 

N
u
ss

el
t 

n
u
m

b
er

  
 N

u

forced Reynolds number  Re
F

theory ± uncertainty

mixed l
√−

 3−norm

theory

mixed l
3
−norm

forced only

measured

Figure 16. Vertical plate in opposing forced rough flow.

6.3. Vertical plate with forced upward flow
At low speeds, the wide separation between the “forced+ natural 5400” and “forced 5400”

traces in Figure 14 indicates the boundary layer is split, with laminar natural flow near the plate
and forced turbulent flow away, leading to h =

∥∥hF , h′∥∥√3
.

The steep slope of the “forced+ natural 21,600” and “forced 21,600” traces near the plate
indicates that both flows are close to the plate, competing for plate area and leading to h =∥∥hF , h′∥∥3.

Figures 17 and 18 show the theory curve and themeasurements switching from the “mixed
ℓ3-norm” to the “mixed ℓ

√
3-norm” at ReF smaller than ReN χI .
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Figure 17. Vertical plate in aiding forced turbulent flow.
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Figure 18. Vertical plate in aiding forced rough flow.

7. Vertical plate with forced flows at any angle
All vertical cases examined so far combine h′ and hF using the ℓp-normwith

√
3 ≤ p ≤ 3.

However, p is a function ofReF in the vertical aiding and opposing cases. Needed is a function
of ReF which varies smoothly between asymptotes

√
3 and 3. This suggests raising 3 to an

exponent between 1/2 and 1. With ζ > 1 and η > 0, the expression ηζ/ζ varies between 0
and ∞, and expζ

(
−ηζ/ζ

)
varies between 0 and 1. Equation (27) varies between p = 3 and

p =
√
3, with the transition slope controlled by ζ.
The aiding flow transition is gradual with ζ = 2 and η = ReN χI/ReF . The opposing

flow transition is abrupt with ζ = 16 and η = ReF /[ReN χI ]. Note that η = ReN χI/ReF

differs from η = ReF /[ReN χI ].

p(ζ, η) = exp3
(
1/2 + expζ

(
−ηζ/ζ

) /
2
)

(27)

Introduced in Section 4, ψ is the angle between the forced flow and the zenith.
Figure 19a,b plot p at ζ = 2 and ζ = 16, used with cosψ > 0 and cosψ < 0, respectively.
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Table 4 lists p for horizontal and vertical plate and flows.
The theory curve and error statistics in Figures 15–18 employ p Equation (27).
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Figure 19. (a) Vertical aiding plate p and (b) Vertical opposing plate p.

Table 4. Corner cases p.

Description θ ψ p

upward facing plate −90◦ 90◦ 2

aiding vertical plate +0◦ 0◦ exp3
(
1/2 + exp2

(
−[ReN χI/ReF ]2/2

) /
2
)

vertical plate, level flow +0◦ 90◦ 2

opposing vertical plate +0◦ 180◦ exp3
(
1/2 + exp16

(
−[ReF /[ReN χI ]]

16/16
) /

2
)

downward facing plate +90◦ 90◦ 5

At ψ = 0◦, the forced and natural flows align. As ψ tilts toward horizontal (±90◦), the
forced flow can be split into components aligned and perpendicular to the natural upward flow.
The coefficients of these components are trigonometric functions of ψ. Tilting to the left or
right of ψ = 0◦ by equal angles must transfer the same amount of heat. Thus, the trigonometric
coefficients must be “even” functions of ψ, that is, F (ψ) = F (−ψ). Equation (28) coefficients
[sinψ]2, [cosψ]2, [sinψ]4, and [cosψ]4 are even functions of ψ.

Downward tilted flow requires a steeper transition slope around ψ = 180◦; this is
implemented using [sinψ]4 and [cosψ]4 as the coefficients in the second line of Equation (28).

hθ =


[sinψ]2

∥∥∥hF , h′θ∥∥∥
2
+ [cosψ]2

∥∥∥hF , h′θ∥∥∥
p(2,ReN χI/ReF )

0 ≤ cosψ;

[sinψ]4
∥∥∥hF , h′θ∥∥∥

2
+ [cosψ]4

∥∥∥hF , h′θ∥∥∥
p(16,ReF /[ReN χI ])

cosψ ≤ 0
(28)

The vertical natural convection component is independent of ψ:

h′θ = h′(|cos θ|Ra′/Ξ) (29)

8. Mixed convection from an inclined plate
To compute mixed convection from an inclined plate, Equation (30) replaces conductance

functions h′, h∗, and hR in Equation (11) with ℓp-norms mixing each function with hF .

h =


∥∥hθ, ∥∥hF , h∗(|sin θ|Ra∗)∥∥2∥∥16 0 ≤ sin θ∥∥hθ, ∥∥hF , hR (|sin θ|RaR/Ξ)

∥∥
5

∥∥
16

sin θ ≤ 0
(30)
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Figure 20 shows forced flow opposing natural convection at θ = +82 with ψ = 98◦.
Figure 21 shows forced flow aiding natural convection at θ = ψ = +82◦. The θ = ψ = +90◦

curve is shown for comparison.
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Figure 20. Inclined plate, θ = +82◦, opposing forced turbulent flow.
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Figure 21. Inclined plate, θ = +82◦, aiding forced turbulent flow.

With hF = 0, mixed Equation (30) simplifies to natural Equation (11).
When θ and ψ are multiples of 90◦, Equation (30) simplifies to

∥∥hF , hN∥∥
p
, with p from

Table 4.

9. Practice
The natural convection heat transfer formulas for h∗, h′, and hR were presented in

Section 2. The formulas for forced convection heat transfer hF were presented in Section 3.
These are combined using the ℓp-norm:

∥F1, F2∥p ≡ [ |F1|p + |F2|p]1/p (31)
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θ is the angle of the plate from vertical; −90◦ is face up; +90◦ is face down. Coefficient
| sin θ| scales Ra∗ and RaR to model the effect of the plate’s inclination as a reduction in the
gravitational acceleration.

h =


∥∥hθ, ∥∥hF , h∗(|sin θ|Ra∗)∥∥2∥∥16 0 ≤ sin θ∥∥hθ, ∥∥hF , hR (|sin θ|RaR/Ξ)

∥∥
5

∥∥
16

sin θ ≤ 0
(32)

ψ is the angle of the forced flow from the zenith; ψ = 0◦ is upward flow; ψ = 90◦ is
horizontal flow; ψ = 180◦ is downward flow. The forced flow is always parallel to the plate.

hθ =


[sinψ]2

∥∥∥hF , h′θ∥∥∥
2
+ [cosψ]2

∥∥∥hF , h′θ∥∥∥
p(2,ReN χI/ReF )

0 ≤ cosψ;

[sinψ]4
∥∥∥hF , h′θ∥∥∥

2
+ [cosψ]4

∥∥∥hF , h′θ∥∥∥
p(16,ReF /[ReN χI ])

cosψ ≤ 0
(33)

The vertical natural convection component h′θ is independent of ψ:

h′θ = h′(|cos θ|Ra′/Ξ) (34)

However, its combination with hF depends on function p(ζ, η), specifically
p(2, ReN χI/ReF ) when cosψ ≥ 0, and p(16, ReF /[ReN χI ]) when cosψ ≤ 0:

p(ζ, η) = exp3
(
1/2 + expζ

(
−ηζ/ζ

) /
2
)

expb(φ) ≡ bφ (35)

The χI factor models the longer path which forced flow takes along plateau islands
roughness. The χ factor models the longer path which forced flow takes along non-plateau
roughness. ReI Equation (17) is in Section 3. Use ReI = +∞ (which implies χI = χ) for
non-plateau roughness.

χ = 1− 3
√
3
ε

L
ln
ε

L
χI = expχ

(
exp4

(
− [ReF /ReI ]

4
))

(36)

ReN is the effective Reynolds number of vertical natural convection:

ReN ≈ 8Nu′ Ξ3

Nu′0
Ξ ≡

∥∥∥∥1 , 0.5

Pr

∥∥∥∥√
1/3

Nu′ ≡ h′ L

k
Nu′0 ≡ 24

4
√
2π2

(37)

10. Results
Table 5 shows the combinations of flow types and orthogonal orientations.
Configurations measured by the present apparatus with its 0.305 m square plates are

marked with •.
Configurations having turbulent natural convection are marked with ⃝. These would

require either a larger plate and wind-tunnel or higher plate temperatures than the present
apparatus supports.

Table 5. Mixed convective modes.

Natural Forced Vertical Up Down Opposing Aiding

laminar turbulent •Figure 5 •Figure 10 •Figure 12 •Figure 15 •Figure 17
laminar rough •Figure 6 •Figure 11 •Figure 13 •Figure 16 •Figure 18
turbulent turbulent ⃝ ⃝ ⃝ ⃝ ⃝
turbulent rough ⃝ ⃝ ⃝ ⃝ ⃝
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Tables 6 and 7 summarize the present theory’s conformance with 104 measurements in
twelve data-sets from the present apparatus’s two plates.

The “ε” column identifies the 30.5 cm square plate used. The 3.00 mm plate had rough
flow over the 1950 < ReF < 5×104 range. The 1.04 mm plate had turbulent flow over nearly
all of the same range. The “Used” column is the count of measurements having 1950 < ReF <

5 × 104 out of the count of measurements. Measurements at ReF > 5 × 104 were practically
unaffected by mixing.

The ε = 3.00 mm data-sets have RMSRE values between 2.0% and 3.8%.
The ε = 1.04 mm data-sets have RMSRE values between 1.3% and 3.1%.

Table 6. Convection measurements versus present theory, forced rough flow.

Description ε θ ψ RMSRE Bias Scatter Used

downward facing plate 3.00 mm +90.0◦ 90.0◦ 3.8% +1.0% 3.7% 10/14
upward facing plate 3.00 mm −90.0◦ 90.0◦ 3.6% −0.2% 3.6% 6/10
vertical plate, level flow 3.00 mm +0.0◦ 90.0◦ 2.0% +0.8% 1.8% 6/8
opposing vertical plate 3.00 mm +0.0◦ 180.0◦ 2.6% −0.7% 2.5% 11/13
aiding vertical plate 3.00 mm +0.0◦ 0.0◦ 3.3% +0.6% 3.3% 9/11

Table 7. Convection measurements versus present theory, forced turbulent flow.

Description ε θ ψ RMSRE Bias Scatter Used

downward facing plate 1.04 mm +90.0◦ 90.0◦ 2.6% −0.6% 2.6% 12/15
upward facing plate 1.04 mm −90.0◦ 90.0◦ 2.5% +0.2% 2.4% 6/8
vertical plate, level flow 1.04 mm +0.0◦ 90.0◦ 3.0% +0.8% 2.8% 10/14
opposing vertical plate 1.04 mm +0.0◦ 180.0◦ 3.1% +0.0% 3.1% 10/12
aiding vertical plate 1.04 mm +0.0◦ 0.0◦ 3.0% −0.4% 3.0% 10/12
opposing inclined plate 1.04 mm +82.0◦ 98.0◦ 1.4% −0.1% 1.4% 7/8
aiding inclined plate 1.04 mm +82.0◦ 82.0◦ 2.1% +0.5% 2.1% 7/8

Table 8 summarizes the present theory’s conformance with 78 measurements in 28
data-sets on five vertical rough surfaces in horizontal flow from Rowley et al. [14]. The five
stucco data-sets have RMSRE values between 2.5% and 6.5%; the other data-sets have RMSRE
values between 0.2% and 5%.

11. Discussion
Developing this theory was difficult due to the lack of photographs of mixed convection

streamlines along rough surfaces. Analysis of the measurements made clear that mixed
convection from rough plates was different from that of smooth plates. The flow patterns had
to be inferred from these measurements and knowledge of natural and forced convections.

Many theories were tried and discarded concerning the forced vertical flow cases.
Examination of hypothetical velocity profiles sparked the present theory, which explains
the aiding and opposing flow cases both having ℓ

√
3-norm and ℓ3-norm asymptotes.

11.1. Heat transfer bounds
All of the ℓp-norms combining natural and forced heat transfer have

√
3 ≤ p ≤ 5. The

mixed heat transfer is thus bounded between ∥hF , hN∥5 and ∥hF , hN∥√3.
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Table 8. Rowley et al. mixed convection measurements.

Surface ϵ ε V RMSRE Bias Scatter Count

smooth-plaster 0.910 0.200 mm 15.65 m/s 3.3% −0.8% 3.3% 2
smooth-plaster 0.910 0.200 mm 13.41 m/s 2.7% −0.1% 2.7% 2
smooth-plaster 0.910 0.200 mm 11.18 m/s 0.6% +0.6% 0.1% 2
smooth-plaster 0.910 0.200 mm 8.94 m/s 1.5% +1.5% 0.3% 2
smooth-plaster 0.910 0.200 mm 6.71 m/s 2.4% +2.3% 0.8% 2
smooth-plaster 0.910 0.200 mm 4.47 m/s 2.7% +1.3% 2.4% 2
concrete 0.940 0.550 mm 15.65 m/s 0.2% −0.2% 0.0% 1
concrete 0.940 0.550 mm 13.41 m/s 2.3% −0.1% 2.3% 3
concrete 0.940 0.550 mm 11.18 m/s 2.5% −1.0% 2.3% 7
concrete 0.940 0.550 mm 8.94 m/s 4.7% −3.6% 3.0% 2
concrete 0.940 0.550 mm 6.71 m/s 2.4% +0.1% 2.4% 2
concrete 0.940 0.550 mm 4.47 m/s 4.1% +4.1% 0.3% 2
brick 0.930 0.750 mm 12.67 m/s 4.7% −3.8% 2.8% 6
brick 0.930 0.750 mm 10.95 m/s 3.6% +0.0% 3.6% 4
brick 0.930 0.750 mm 8.94 m/s 4.4% −1.6% 4.1% 3
brick 0.930 0.750 mm 8.00 m/s 2.5% +1.4% 2.1% 5
brick 0.930 0.750 mm 5.99 m/s 4.4% +4.3% 0.8% 4
brick 0.930 0.750 mm 3.38 m/s 2.9% −0.2% 2.9% 4
rough-plaster 0.910 0.750 mm 13.41 m/s 2.6% −2.6% 0.0% 1
rough-plaster 0.910 0.750 mm 11.18 m/s 2.5% −2.0% 1.5% 2
rough-plaster 0.910 0.750 mm 8.94 m/s 1.3% +0.8% 1.1% 2
rough-plaster 0.910 0.750 mm 6.71 m/s 0.5% −0.1% 0.4% 3
rough-plaster 0.910 0.750 mm 4.47 m/s 1.7% −0.9% 1.5% 2
stucco 0.910 1.500 mm 13.41 m/s 6.8% −6.7% 1.0% 2
stucco 0.910 1.500 mm 11.18 m/s 3.3% −2.9% 1.6% 3
stucco 0.910 1.500 mm 8.94 m/s 2.1% +1.5% 1.4% 3
stucco 0.910 1.500 mm 6.71 m/s 5.4% +4.9% 2.3% 3
stucco 0.910 1.500 mm 4.47 m/s 5.7% +5.7% 0.6% 2

11.2. Horizontal flow obstruction
The fan pulling air through the chamber is sufficient to counter the effect of the

wind-tunnel’s obstructions to horizontal flow, except in the case of the vertical plate with
opposing flow. In order to draw some air upward at slow (downward) fan speeds, the air’s
momentum must be reversed. This is modeled by increasing parameter B of Table 2 by twice
the vertical distance from the plate to the test chamber upper edge, normalized by L and the
ratio of the upper edge perimeter to the plate width. This same correction applies to still air in
the vertical tunnel.

11.3. Effective vertical reynolds number
Aiding and opposing vertical plate measurements in a fluid other than air are needed to

further test the effective vertical Reynolds number, ReN Equation (9).
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11.4. Rough velocity profiles
The hypothetical forced flows in the Section 6 velocity profiles were turbulent flows.

Measurements of both vertical plates in vertical flow conforming to the present theory suggests
that the rough and turbulent velocity profiles are similar.

11.5. Duct velocity profile
The aggregate boiling point kinematic viscosity ν0 in Equation (22) may be useful in

developing formulas for pipe and duct velocity profiles as a function of duct length.

12. Conclusions
Formulas were presented for predicting the mixed convective surface conductance of a

flat isotropic surface roughness having a convex perimeter in a Newtonian fluid with a steady
forced flow in the plane of that roughness.

The prerequisites are the RMS height-of-roughness 0 < ε, angle θ of the surface from
vertical, angle ψ of the forced flow from the zenith, Ra/L3 and Pr of the fluid, and the
characteristic-length L > 0 and Re > 0 of the forced flow.
• RMS height-of-roughness ε is the correct metric for predicting forced convective surface

conductance.
• Roughness ε≪ L does not affect the natural component of mixed convection.
• Plate inclination does not affect the forced component of mixed convection.
• When Re = 0, the mixed convection is the same as its natural component.

The present work’s formulas were compared with 104 measurements in twelve data-sets
from the present apparatus in two inclined and all five corner case orientations. The twelve
data-sets had RMSRE values between 1.3% and 4% relative to the present theory.

The present work’s formulas were compared with 78 measurements in 28 data-sets on five
vertical rough surfaces in horizontal airflow from Rowley et al. [14]. The five stucco data-sets
had RMSRE values between 2.5% and 6.5%; the other data-sets had RMSRE values between
0.2% and 5%.

Supplementary materials: A zip archive of PDF files of graphs and estimated measurement
uncertainties of each 102-min time-series producing a convection measurement can be
downloaded from: http://people.csail.mit.edu/jaffer/convect. A zip archive
of the aggregate measurements is also available from the site.
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Nomenclature

Latin letters
A surface area (m2)
Gr Grashof number
h average convective surface conductance (W/(m2 · K))
hF forced convective surface conductance (W/(m2 · K))
hN natural convective surface conductance (W/(m2 · K))
h∗ upward natural convective surface conductance (W/(m2 · K))
h′ vertical plate natural convective surface conductance (W/(m2 · K))
hθ vertical mode of inclined natural convective surface conductance (W/(m2 · K))
h′θ vertical component of hθ (W/(m2 · K))
hR downward natural convective surface conductance (W/(m2 · K))
k fluid thermal conductivity (W/(m · K))
L characteristic length (m)
LP roughness spatial period (m)
L∗ ratio of plate area to its perimeter (m)
L• ratio of island area to its perimeter (m)
LW width of plate (m)
Nu average Nusselt number
NuN average Nusselt number of natural convection
Nu′ average Nusselt number of vertical plate natural convection
Nu′0 Nusselt number of vertical plate conduction
p exponent in ℓp-norm: {|F1|p + |F2|p}1/p

Pr Prandtl number of the fluid
Ra Rayleigh number
Ra′ vertical plate Rayleigh number
Ra∗ upward Rayleigh number
RaR downward Rayleigh number
ReF Reynolds number of the forced flow parallel to the plate
ReI Reynolds number of rough turbulent transition to forced turbulent flow
ReN effective Reynolds number of vertical natural convection
Rey friction Reynolds number
u(y) velocity at x = L/2 and distance y from the plate (m/s)
uN effective natural flow speed = ν ReN/L (m/s)
u∗ friction velocity (m/s)
W0 principal branch of the Lambert W function
y distance from plate (m)
z average roughness elevation (m)
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Greek symbols
δ boundary layer thickness (m)
δλ laminar boundary layer thickness (m)
δτ turbulent boundary layer thickness (m)
ϵ surface emissivity
ε surface RMS height-of-roughness (m)
η ratio of ReN and ReF (either order)
κ von Kármán constant ≈ 0.41

Ω ratio of non-plateau area to cell area (m2/m2)
ν fluid kinematic viscosity (m2/s)
ν0 gas kinematic viscosity (m2/s) at boiling point
ψ angle between the forced flow and the zenith; 0◦ is aiding flow; 180◦ is opposing flow
θ angle of the plate surface from vertical; face up is −90◦; face down is +90◦

Ξ natural convection self-obstruction factor
χ roughness velocity correction factor for forced flow
χI plateau islands roughness correction factor

Notes
1 Schlichting [19] describes a boundary-layer: “In that thin layer the velocity of the fluid increases from zero at the wall (no slip)

to its full value which corresponds to external frictionless flow.”

2 One outlying measurement for brick at V = 15.65 m/s was omitted.
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Appendix A

Ⅰ. Velocity profiles
This investigation assumes that the laminar natural boundary layer thickness δλ is the same as the forced laminar thickness

calculated using the effective vertical ReN . Formulas from Lienhard and Lienhard [18] lead to natural convection velocity profile
u(y) Equation (A1), where y is the horizontal distance from the mid-line of the vertical plate, ν is the fluid’s kinematic viscosity, and
uN = ν ReN/L is the effective natural flow speed.

u(y) ≈ 4uN
y

δλ

[
1− y

δλ

]2
0 < y < δλ ≈ 4.92L√

ReN
(A1)

In forced turbulent flow along a smooth plate, let friction velocity u∗ ≈ u∞

√
fτ/2, and Rey = u∗ y/ν, with fτ from

Equation (15). Lienhard and Lienhard [18] gives the viscous sublayer velocity profile as Equation (A2), and the log-layer velocity
profile as Equation (A3). The von Kármán constant κ ≈ 0.41.

u(y)

u∗
≈ Rey Rey < 7 (A2)

u(y)

u∗
≈

[
1

κ
ln (Rey) + 5.5

]
Rey > 30 (A3)

Lienhard and Lienhard [18] does not tell how to interpolate these two formulas. The 7 < Rey < 30 range to be interpolated is
large, and the transition must be gradual. Adapting the staged-transition formula from Jaffer [2] by using the ℓ−

√
1/3-norm instead

of the ℓ−4-norm in ReY Equation (A4) yields Equation (A5).

ReY = ∥7, Rey∥−√1/3
y < δτ ≈ 0.37L

5
√
Re

(A4)

u(y)

u∗
=

[
5.5 +

ln (Rey)
κ

]
+
ReY
Rey

[
ReY − 5.5− ln (ReY )

κ

]
(A5)

Equation (A6) is a proposed alternative to Equation (A5) based on the Lambert W0 function.

u(y)

u∗
=

8√
3
W0(

√
3Rey) (A6)

The “interpolated” Equation (A5) and Equation (A6) curves are nearly identical in Figure A1. It is not surprising that a formula
for turbulent flow involves the Lambert W0 function. Equation (A6) uses W0(

√
3Rey) while fτ Equation (15) uses W0(ReF /

√
3).

While interesting, these curves are employed only for estimating the net vertical flow near the plate. None of the convective
surface conductance formulas quantitatively depend on them.

68 



Thermal Science and Engineering 2025, 8(1), 9275.

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0  5  10  15  20

Re
y
 = 7 Re

y
 = 30

forced Re
F
 = 10800

fl
u

id
 v

el
o

ci
ty

  
m

/s
distance from plate, y mm

interpolated

u* [8 /√−
 3] W0(√−

 3 Re
y 
)

Figure A1. Forced convection velocity profile.

Ⅱ. Rough plates
Because roughness ε ≪ L has negligible effect on natural convection, uN should be the same from smooth and rough plates.

Hence, their ReN ≡ uN ε/ν should also be equal.
Forced flow along a rough surface traverses a path longer than L. The effective ReN/ReF ratio of a rough surface should be

increased by a function of the “roughness Reynolds number” Reε Equation (A7).

Reε =
u∗ ε

ν
=

Re√
3 [L/ε] ln(L/ε)

(A7)

Proposed is ReN/Re scale factor χ Equation (A8), where Re is the solution of Equation (A7) combined with Reε = 3 [ε/L]2.
Figure A2a graphs χ as a function of ε.

χ =
ReF +Re

ReF
= 1− 3

√
3
ε

L
ln
ε

L
(A8)
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Figure A2. (a) χ versus ε and (b) ReN correction factor χI .

69 



Thermal Science and Engineering 2025, 8(1), 9275.

Appendix B

Plateau islands roughness correction
Plates shedding only turbulent flow have χI = 1. Plates shedding only rough flow have χI = χ from Equation (A8).
Plateau roughness (forced) convection transitions from rough flow to turbulent flow as the ℓ−4-norm in Equation (18). The scale

factor χI should vary between 1 and χ as a function of ReF . Expression exp4
(
−[ReF /ReI ]

4
)
varies between 0 and 1. Proposed is

χI , the ReN/ReF scale factor:
χI = expχ

(
exp4

(
−[ReF /ReI ]

4
))

(B1)

Note the similarity of Equation (B1) and Equation (27) with ζ = 4.
Figure A2b plots χI with ε = 3 mm, ε = 1.143 mm, and ε = 0.
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Appendix C

I. Apparatus and measurement methodology
The original goal of the present apparatus was to measure forced convection heat transfer from a precisely rough plate over the

widest practical span of airflow velocities. To minimize natural convection, it measured downward natural convection mixed with
horizontal forced flow. Its measurements are presented in Jaffer [2].

Although more complicated to analyze, the plate was suspended, not embedded, in the wind-tunnel. The measurements from
prior investigations which embedded the plate in a wind-tunnel wall were largely incompatible with the present theory because their
flows were not isobaric.

The small size of the wind-tunnel chassis (1.3 m× 0.61 m× 0.65 m) afforded an opportunity to characterize mixed convection
at other orientations of the plate and flow.

II. The plate
Figure C1a shows the rough surface of the test plate; it was milled from a slab of MIC-6 aluminum (Al) to have (676 of) square

8.33mm×8.33mm×6mm posts spaced on 11.7 mm centers over the 30.5 cm×30.5 cm plate. The area of the top of each post was
0.694 cm2, which was 50.4% of its 1.38 cm2 cell. The RMS height-of-roughness ε = 3.00 mm. Openness Ω ≈ 49.6%. Embedded
in the plate are 9 electronic resistors as heating elements and a Texas Instruments LM35 Precision Centigrade Temperature Sensor.
2.54 cm of thermal insulating foam separates the back of the plate from a 0.32 mm thick sheet of aluminum with an LM35 at its
center. Figure C1b is a cross-section illustration of the plate assembly.

MIC-6 aluminum

polyisocyanurate foam

extruded polystyrene foam

heating element temperature sensor

(a) (b)
Figure C1. (a) Rough surface of plate and (b) Plate assembly cross-section.

III. Wind tunnel
The fan pulls air from the test chamber’s open intake through the test chamber. The fan blows directly into a diffuser made

of folded plastic mesh to disrupt vortexes generated by the fan. In a sufficiently large room, the disrupted vortexes dissipate before
being drawn into the open intake.

To guarantee isobaric (no pressure drop) flow, the wind-tunnel must be sufficiently large that its test chamber and plate assembly
boundary-layers do not interact at fan-capable airspeeds.

The wind-tunnel test chamber in Figure C2a has a 61 cm × 35.6 cm cross-section and a 61 cm depth. This allows the plate
assembly to be centered in the wind-tunnel with 15 cm of space on all sides. The fan pulling air through the test chamber produces
a maximum airspeed of 4.65 m/s (Re ≈ 9.2 × 104 along the 30.5 cm square plate). Its minimum nonzero airspeed is 0.12 m/s
(Re ≈ 2300).
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Test chamber laminar and turbulent 99% boundary-layer thicknesses ([19]) are:

δλ = 4.92

√
xν

u
δτ = 0.37x4/5

[ν
u

]1/5
(C1)

Figure C2b shows that the 15 cm clearance between the plate and the test chamber walls is sufficient to prevent their
boundary-layers from interacting at airspeeds within the fan’s capabilities.

The plate assembly (face down in Figures C1b and C2a is suspended by six lengths of 0.38 mm-diameter steel piano wire
terminated at twelve zither tuning pins in wooden blocks fastened to the exterior of the test chamber. With the plate assembly in the
test chamber, the airspeed increases in proportion to the reduction of test chamber apertureAe by the plate’s cross-sectional areaA×:

u×
u

=
Ae

Ae −A×
≈ 107.6% (C2)
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Figure C2. (a) ε = 3 mm plate in wind-tunnel and (b)Wind-tunnel boundary-layers.

IV. Automation
Data capture and control of convection experiments are performed by an “STM32F3 Discovery 32-Bit ARM M4 72MHz”

development board. The program written for the STM32F3 captures readings and writes them to the microprocessor’s non-volatile
RAM, controls the plate heating, servos the fan speed, and later uploads its data to a computer through a USB cable.

Once per second during an experiment, the program calibrates and reads each on-chip 12 bit analog-to-digital converter 16
times, summing the sixteen 12 bit readings to create a 16 bit reading per converter.

Rotations of the fan are sensed when a fan blade interrupts an infrared beam. The microprocessor controls a solid-state relay
(supplying power to the fan) to maintain a fan rotation rate, ω, which is dialed into switches. At ω ≤ 210 r/min, the microprocessor
pulses power to the fan to phase-lock the beam interruption signal to an internal clock. At ω > 210 r/min, the microprocessor servos
the duty cycle of a 7.5 Hz square-wave gating power to the fan. This system operates at 32 r/min < ω < 1400 r/min.

V. Calibration
The correspondence between fan rotation rate ω and test chamber airspeed u was determined using an “Ambient

Weather WM-2”, which specifies an accuracy of ±3% of reading. After 2017 an “ABM-200 Airflow & Environmental Meter”
specifying an accuracy of ±0.5% of reading between 2.2 m/s and 62.5 m/s, was used.

The “UtiliTech 20 inch 3-Speed High Velocity Floor Fan” has three blades with maximum radius r = 0.254m. Its characteristic
length is its hydraulic-diameter,DH = 0.550 m. The velocity of the blade tips is 2π r ω/60, where ω is the number of rotations per
minute. The Reynolds number of the fan is:

Ref =
2π rDH ω/60

3 ν
(C3)

The 3 blade tips trace the whole circumference in only 1/3 of a rotation, hence the 3 in the denominator.
Faster fan rotation ω yields diminishing increases of test-chamber airspeed ut, suggesting Equation (C4), where uu is the
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limiting velocity for arbitrarily fast rotation, and coefficient η converts fanRef to test-chamberRet. Figure C3 gives the parameters
andmeasurements at 300 r/min ≤ ω ≤ 1500 r/min. The “3mm” points are theWM-2measurements of the 3mmplate in the original
wind-tunnel; The “1mm” points are the ABM-200 measurements of the 1 mm plate in the tunnel with a new diffuser and fan cowling.

Ret = ∥η Ref , DH uu/ν∥−2 ut = ∥π η r ω/90, uu∥−2 (C4)

Airspeeds slower than 2 m/s should be nearly proportional to ω. Both anemometers show evidence of dry (bearing) friction in
Figure C3. The ABM-200 “meter predictions” trace plots 1.125ut−0.381; theWM-2 “meter predictions” trace plots 1.477ut−0.81

when ut < 1.725 and ut otherwise. A mistake in the 2016 measurement software under-counted fan rotations at ω > 1200 r/min.
It is compensated by replacing ω in Equations (C3, C4) with [ω−6 − 1750−6]−1/6 in the WM-2 “meter predictions”. The RMSRE
and Bias are relative to the “meter predictions”. The second “1mm” row includes the point at 400 r/min.
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Figure C3. Airspeed versus fan speed.

Figure C4a,b show the fan speed variability in each experiment; these are used in the measurement uncertainty calculations.
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Figure C4. (a) Fan variability 3 mm plate and (b) Fan variability 1 mm plate.

VI. Ambient sensing
Figure C5a shows the ambient sensor board which was at the lower edge of the test chamber in Figure C2a. It measures the

pressure, relative humidity, and air temperature at the wind-tunnel intake. Wrapped in aluminum tape to minimize radiative heat
transfer, the LM35 temperature sensor projects into the tunnel. To minimize self-heating, the LM35 is powered only while being
sampled.
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side metal strip
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polyisocyanurate
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metal

(a) (b)
Figure C5. (a) Ambient sensors and (b) XPS wedge conduction.

VII. Physical parameters
Table C1 lists the static parameters from measurements and specifications.
The effective ϵwt may differ from the medium-density-fiberboard emissivity given by Rice [20] because the temperatures of

the test chamber surfaces may not be uniform. Through the open intake, the plate also exchanges thermal radiation with objects in
the room having different temperatures.

Table C1. Physical parameters.

Symbol Values Description

L 0.305 m length of flow along test-surface
A 0.093 m2 area of test-surface
ε 3.00 mm 1.04 mm RMS height-of-roughness
Cpt 4691 J/K 4274 J/K plate thermal capacity
DAl 19.4 mm metal slab thickness
DPIR 25.4 mm polyisocyanurate (PIR) foam thickness
Dw 19.05 mm XPS foam wedge height
kPIR 0.0222W/(m · K) PIR foam thermal conductivity
kXPS 0.0285W/(m · K) XPS foam thermal conductivity
UI 0.075 W/K front-to-back insulation thermal conductance
ϵAl 0.04 test-surface (MIC-6 Al) emissivity
ϵXPS 0.515 XPS foam emissivity (see text)
ϵdt 0.89 duck tape emissivity
ϵwt 0.90 test chamber interior emissivity

VIII. The 1 mm roughness plate
When the 6 mm posts were milled down to 2 mm height, the four corner posts were left at their 6 mm height in order to preserve

the wire suspension. This resulted in ε = 1.04 mm for the plate as a whole. However, ReI occurs within the first few rows of posts.
ε = 1.143 mm over the first three rows of posts results in ReI = 6178.

IX. Modeling of parasitic heat flows
The plate has six surfaces from which heat can flow. At low airflow velocities, the sides of the insulation behind the test plate

can leak more heat than the test-surface transfers, shrinking to 6% at 1300 r/min.
In order to measure natural convection from the (rough) test surface, natural convection and thermal radiation from the four

sides (US) and back must be deducted from the total heat flow. Heat from the front plate flows through thermal insulating foam to a
thin aluminum sheet with a temperature sensor at its center. This heat flow is simply UI [TP −TB ], the product of the foam’s thermal
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conductance and the temperature difference across it.

X. Forced convection side model
The four sides are not isothermal; a 3.5 mm metal strip (see cross-section Figure C5 runs the length of the side; and aDw-tall

wedge of extruded polystyrene foam (XPS) insulation fills the metal slab’s 27 mm (=
√
2DAl) 45

◦ chamfer. The local surface
conductance hW (z) at elevation z (from the wedge point) is found by averaging the reciprocal distance to slab metal with respect to
angle θ:

hW (z) =

∫ θc

0

kXPS√
2 z θc

cos
(
θ +

π

4

)
dθ +

∫ θW

θw

kPIR
z −Dw

cos θ
θW − θw

dθ (C5)

=
kXPS√
2 z θc

[
sin

(
θc +

π

4

)
− sin

π

4

]
+

kPIR
z −Dw

[
sin θW − sin θw

θW − θw

]
θc = arctan

Dw − z

Dw
θw = arctan

Dw

z −Dw
θW = max

(
θw, arctan

L−Dw

z −Dw

)
Forced air flows parallel to the long dimension on two sides, but flows into the windward side and away from the leeward side.

Air heated by the windward side reduces heat transfer from the test-surface; air heated by the test-surface suppresses heat transfer from
the leeward side. Hence, the model excludes windward and leeward forced convection. The average forced convective conductance
of the flow-parallel foam wedges is calculated by integrating hW (z) in series (reciprocal of the sum of reciprocals, which is also
the ℓ−1-norm) with the local surface conductance kNuσ(Rex)/L, where Nuσ(Rex) is the local pierced-laminar convection from
Jaffer [2]:

UW =

∫ Dw

0

∫ L

0

∥∥∥∥hW (z),
k Nuσ(Rex)

L

∥∥∥∥
−1

dx dz (C6)

XI. Other side models
The heat flow through the four sidesUS will be estimated from the plate and ambient temperatures. While the forced convective

surface conductance of the sides is modeled by integrating the local forced surface conductance, this is not generally possible for
natural convection.

Natural convection formulas are known for some convex surfaces. The plate’s side metal surface is not convex.
Instead, the effective side width Les and effective emissivity ϵW are introduced into the model. The natural convection of each

side is calculated for an Les ×LC area instead of its actual LS ×LC area. The black-body radiation from each side is calculated for
its actual LS × LC area with an effective emissivity of ϵW .

The schematic drawing Figure 1b (modeled on the flow patterns in Fujii and Imura [3] Fig. 14(e) and 14(f)) shows a plume
rising from the center of an upward-facing plate fed by flow from the plate’s edges. For the test surface, the upward heat flow of
0.467W/K is more than twice the 0.212W/K expected from the back and sides. Convective flow from the upward-facing test surface
will draw in the air heated by the back and sides, reducing heat transfer from the test surface. In order to avoid double counting the
convected heat from the back and sides, they should not be deducted from the plate heat (the thermal radiation is still deducted). The
“reuptake” of this convected back and side heat should be nearly complete; its coefficient was set to 1 to avoid introducing another
degree-of-freedom into the model.

Not deducting side convection from upward natural convection has an unexpected benefit: the upward convection model is
thus insensitive to Les, allowing ϵW to be determined from only upward-facing measurements.

XII. Radiative transfer side model
The 3 mm roughness plate had its sides wrapped with duck tape, which has a different emissivity from the foamwedges forming

each side surface. Some of the 1 mm roughness plate runs were with tape and some without, requiring different ϵW values. For taped
sides ϵW ≈ 0.703; without tape ϵW ≈ 0.515.

Figure C2a shows duck tape applied to the lower 54% of the plate’s side, which corresponds to 50% coverage of the XPS
foam wedge. For this partial tape coverage, ϵW Equation (C7) is the area proportional mean of the duck tape emissivity and XPS
emissivity. Barreira et al. [21] measured ϵdt emissivities of 0.86 and 0.89 from two brands of “duck tape”. The emissivity is largely
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controlled by the exposed polyethylene film, and increases with oxidation. Hence, the larger value is used for the aged duck tape on
the plate sides. As of this writing, published emissivity measurements of XPS foam have not been located.

ϵW = 50% ϵdt + 50% ϵXPS (C7)

Natural convection measurements (u = 0) from the plate assembly over the span of inclinations in Figure 2 have less than
3.3% RMSREwhen calculated with ϵXPS = 0.515; the RMSRE increases to either side of 0.515. This value is consistent with natural
convection measurements of the plate assembly without tape.

XIII. Natural convection side model
With ϵW thus determined, Les was the remaining degree of freedom. Trials with vertical and downward plate measurements

found that Les had a value near the sum of the aluminum slab thickness 19.4 mm and the effective height of the side face of
the roughness ≈

√
2 ε. This makes sense for a natural convection dimension; it is used for Les. The 3 mm roughness plate has

Les ≈ 23.6 mm; 1 mm has Les ≈ 21.0 mm.
In the vertical case, 1/2 of the heated air from the bottom side flows along the vertical test surface and would be counted twice.

And 1/2 of the air drawn by the top side comes from the vertical test surface and would be counted twice. This vertical reuptake
coefficient was set to 1/2; discrepancy from the actual reuptake coefficient will manifest as error in measurements.

Consider the (initially) vertical plate as θ decreases from 0◦. As the bottom side face tilts upward, more (than half of the) heated
air will rise toward the test surface. That heat will reduce the convection from the test surface. When tilted downward, the heat from
the test surface will reduce the convection from the top side. To handle these cases, Equation (C8) includes a term 2 cos θ sin θ
whose minimum of −1 is reached at θ = −45◦ and a term −2 cos θ sin θ whose minimum of −1 is reached at θ = +45◦.

XIV. Combining radiative transfer and convection
A side’s radiative emissions, Uϵ, compete with its convective heat transfer. Both increase with side temperature, but both

act to lower that side temperature. Competitive heat transfer processes can often be modeled using the ℓp-norm with p > 1. The
value of p was adjusted so that the ∆T = 3.8K and ∆T = 11K data points align with the theory traces in Figure 2. The optimal
range is between p = 4/3 and p = 3/2; the geometric mean of those values is p =

√
2. The ℓ

√
2-norm appears three times in US

Equation (C8).
Equation (C8)US is an amount whichwill be deducted from themeasured heat flow. For each side, the ℓ

√
2-norm of the radiative

and convective conductances is paired with the product of the convective conductance and a continuous trigonometric function of
θ which goes negative when the natural convection would otherwise be double counted. Because of the triangle inequality, the
ℓ
√
2-norm will be greater than the convective component; thus, each side’s contribution to US will be positive.
No more than one reuptake process will be simultaneously active for a side. In Equation (C8) the expressions

min(0, sin θ,−.5 cos θ, 2 cos θ sin θ) and min(0, sin θ,−.5 cos θ,−2 cos θ sin θ) return the negative of the largest magnitude
potential reuptake. Table C2 describes the natural convection parameters and function.

Note that this analysis applies only to the plate assembly in alignment with the wind-tunnel, and oriented to have at least one
horizontal edge. Hence, rotation in plane of plate, ϕ, must be an integer multiple of 90◦. The only effect of ϕ in the equations is to
swap arguments LF and LW when ϕ is an odd multiple of 90◦.

US = ∥Uϵ, UN (θ − 90◦, LC , Les, 0
◦)∥√2

+ UN (θ − 90◦, LC , Les, 0
◦) min(0, sin θ,−.5 cos θ,−2 cos θ sin θ)

+ ∥Uϵ, UN (90◦ − θ, LC , Les, 0
◦)∥√2

+ UN (90◦ − θ, LC , Les, 0
◦) min(0, sin θ,−.5 cos θ, 2 cos θ sin θ)

+ 2 ∥Uϵ, UN (0◦, Les, LC , θ)∥√2

+ 2UN (0◦, Les, LC , θ) min(0, sin θ)

(C8)
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Table C2. Natural convection function and parameters.

Symbol Description

UN (θ, LF , LW , ϕ) natural convective conductance from Jaffer [5]
θ surface angle from vertical (−90◦ is face up)
LF plate length
LW plate width
ϕ rotation in plane of plate; integer multiple of 90◦

LC = 0.305 m plate length = side length
LS = 45.8 mm side width
Les = 19.4 mm+

√
2 ε effective side width for natural convection

ϵwt = 0.9 wind-tunnel test chamber emissivity
ϵW ≈ 0.703 taped; 0.515 bare effective side emissivity
hR black-body radiative surface conductance
Uϵ = LC LS ϵW ϵwt hR radiative emission from a side

UB0 is the test surface reuptake conductance from the back. Its min(0, sin θ) term is squared because the heated air from the
back must flow around two right-angle edges to reach the test surface.

UB0 = −UN (90◦, LC , LC , 0
◦) min(0, sin θ)2 (C9)

Figures C6–C8 show upward, vertical, and downward convection measurements, respectively. Taken from 3 mm and 1 mm
roughness plates over a range of Ra values, these graphs, in combination with Figure 2 test the natural convection and radiative
transfer side models.

The traces labeled “theory” are Equation (7) with the appropriate row of Table 2. The difference betweenψ = 0◦ andψ = 180◦

in Figure C7 is explained in Section 11.
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XV. Mixed convection side model
Each ℓ

√
2-norm instance of a call to UN is replaced by a call to UM , with first argument Ufl(u) or Uft(u) Table C3. In order

to ignore forced convection from the leading and trailing sides, Uft(u) = 0 when ψ = 90◦ (horizontal flow); otherwise, Ufl(u) = 0.
The reuptake instances of UN (θ, LF , LW , ϕ) are changed to the equivalent UM (0, θ, LF , LW , ϕ, 0◦).

Table C3. Mixed conductance functions and parameters.

Symbol Description

Ufl(u) level flow side forced thermal conductance
Uft(u) tilted flow side forced thermal conductance

u bulk flow velocity
UM (UF , θ, LF , LW , ϕ, ψ) mixed convective conductance

UF forced thermal conductance
θ surface angle from vertical (−90◦ is face up)
LF forced characteristic length
LW other plate dimension
ϕ rotation in plane of plate; integer multiple of 90◦

ψ angle of fluid flow from vertical (0◦ is upward)
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US(u) = ∥Uϵ, UM (Ufl(u), θ − 90◦, LC , Les, 0
◦, ψ)∥√2

+ UM (0, θ − 90◦, LC , Les, 0
◦, 0◦) min(0, sin θ,−.5 cos θ,−2 cos θ sin θ)

+ ∥Uϵ, UM (Ufl(u), 90
◦ − θ, LC , Les, 0

◦, ψ)∥√2

+ UM (0, 90◦ − θ, LC , Les, 0
◦, 0◦) min(0, sin θ,−.5 cos θ, 2 cos θ sin θ)

+ 2 ∥Uϵ, UM (Uft(u), 0
◦, Les, LC , θ, ψ)∥√2

+ 2UM (0, 0◦, Les, LC , θ, 0
◦) min(0, sin θ)

(C10)

When u is large, US(u) approaches the sum of the forced convection conductances. US(0) ≡ US of Equation (C8).

XVI. Measurement methodology
The measurement methodology employed is unusual. Instead of waiting until the plate reaches thermal equilibrium, the plate

is heated to 15 K above ambient, heating stops, the fan runs at the designated speed, and convection cools the plate. All of the sensor
readings are captured each second during the 102 min process, Table C4 lists the dynamic physical quantities measured each second.
Table C5 lists computed quantities. BothUS(u) and {ϵAl ϵwt hRA} are subtracted from the combined heat flow. The mean of h(u, t)
over the time interval in which∆T drops by half (or exceeds 6142 s total time) is the result from that experiment.

Table C4. Dynamic quantities.

Symbol Units Description

ω r/min fan rotation rate
TF K ambient air temperature
TP K plate temperature
TB K back surface temperature
P Pa atmospheric pressure
Φ Pa/Pa air relative humidity

Table C5. Computed quantities.

Symbol Units Description

hR W/(m2K) radiative surface conductance
US(u) W/K side radiative and convective conductance
h(u, t) W/(m2K) convective surface conductance

XVII. Heat balance
Collecting into UT (u) Equation (C11) those terms which have a factor of temperature difference TP − TF , Equation (C12) is

the heat balance equation of the plate during convective cooling:

UT (u) = US(u) + {h(u)A}+ {ϵAl ϵwt hRA} (C11)

0 = UT (u)
[
TP − TF

]
+ UI

[
TP − TB

]
+ Cpt

dTP
dt

(C12)

The plate and ambient temperatures are functions of time t. Determined experimentally during heating, the temperature
group-delay through the 2.54 cm block of insulation between the slab and back sheet is 110 s:

TP (t) =
UT (u)TF (t) + UI TB(t− 110 s)− Cpt [dTP (t)/dt]

UT (u) + UI
(C13)
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To compute Nusselt number Nu = hL/k, Equation (C13) is solved for the {h(u, t)A} term from Equation (C11).

ς(t) = −UI

[
TP (t)− TB(t− 110 s)

]
(C14)

{h(u, t)A} =
ς(t)− Cpt

[
TP (t)− TP (t

′)
]
/[t− t′]

TP (t)− TF (t)
− {ϵAl ϵwt hRA} − US(u) (C15)

where t′ is the previous value of t. In Equations (C14) and (C15), TP (t), TF (t), and TB(t) are the 15-element cosine averages of
plate and fluid temperatures (centered at time t).

In order to simulate TP from the other dynamic inputs, (C13) is solved as a finite-difference equation where dt = t− t′ = 1:

TP (t) =
UT (u)TF (t) + UI TB(t− 110 s) + Cpt TP (t

′)

UT (u) + UI + Cpt
(C16)

In Equation (C16), TP (t′) is the previous simulated value, not a measured value.

XVIII. Measurement uncertainty
Following Abernethy et al. [22], the final steps in processing an experiment’s data are:

• Using Equation (C15), calculate the sensitivities of convected power hA∆T per each parameter’s average over the
measurement time-interval;

• multiply the absolute value of each sensitivity by its estimated parameter bias to yield component uncertainties;
• calculate combined bias uncertainty as the root-sum-squared (RSS) of the component uncertainties;
• calculate the RSS combined measurement uncertainty as the RSS of the combined bias uncertainty and twice the product of the

rotation rate sensitivity and variability.

Tables C6 and C7 list the sensitivity, bias, and uncertainty for each component contributing more than 0.20% uncertainty for
downward-facing 3 mm and 1 mm roughness plates, respectively. Figure C9a, b show the measurements relative to the present
theory for rough flow and turbulent flow, respectively.

The supplementary data contains these graphs and tables for each data-set.

Table C6. Estimated measurement uncertainties, bi-level 3mm roughness at Re = 59, 593.

Symbol Nominal Sensitivity Bias Uncertainty Component

∆T 9.47K +12.2%/K 0.10K 1.22% LM35C differential
P 101kPa +0.0009%/Pa 1.5kPa 1.28% MPXH6115A6U air pressure
Cpt 4.69kJ/K +0.024%/(J/K) 47J/K 1.13% plate thermal capacity
η 0.401 +180% 0.014 2.52% anemometer calibration
ς 6.00mm +11285%/m 100um 1.13% post height

3.49% combined bias uncertainty

Symbol Nominal Sensitivity Variability Uncertainty Component

ω 905r/min +0.081%/(r/min) 5.2r/min 0.43% fan rotation rate
3.60% RSS combined uncertainty
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Table C7. Estimated measurement uncertainties, bi-level 1mm roughness at Re = 55, 935.

Symbol Nominal Sensitivity Bias Uncertainty Component

∆T 10.2K +11.7%/K 0.10K 1.17% LM35C differential
P 100.0kPa +0.0008%/Pa 1.5kPa 1.26% MPXH6115A6U air pressure
Cpt 4.24kJ/K +0.028%/(J/K) 42J/K 1.17% plate thermal capacity
η 0.340 +195% 0.003 0.66% anemometer calibration
uu 6.381 +2.44% 0.100 0.24% diffuser airflow upper bound
LT 8.34mm +9365%/m 100um 0.94% post length
Lm 3.57mm +454%/m 500um 0.23% side metal strip width
ϵrs 0.040 +20.4% 0.010 0.20% test-surface emissivity
ϵwt 0.900 +9.05% 0.025 0.23% wind-tunnel emissivity

2.44% combined bias uncertainty

Symbol Nominal Sensitivity Variability Uncertainty Component

ω 1.03kr/min +0.065%/(r/min) 2.5r/min 0.16% fan rotation rate
2.46% RSS combined uncertainty
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Figure C9. (a)Measured versus theory ε = 3 mm and (b)Measured versus theory ε = 1 mm.

XIX. Details
Documentation, photographs, electrical schematics, and software source-code for the apparatus, as well as calibration and

measurement data are available from: http://people.csail.mit.edu/jaffer/convect.
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Abstract: The study examines the impact of various theories on the reflection and 

transmission phenomena caused by obliquely incident longitudinal and transverse waves at 

the interface between a continuously elastic solid half-space and a thermoelastic half-space, 

using multiple thermoelastic models. Numerical calculations reveal that the thermoelastic 

medium supports one transmitted transverse wave and two transmitted longitudinal waves. 

The modulus of amplitude proportions is analyzed as a function of the angle of incidence, 

showing distinct variations across the studied models. Energy ratios, derived from wave 

amplitudes under consistent surface boundary conditions for copper, are computed and 

compared across angles of incidence. The results demonstrate that the total energy ratio 

consistently sums to one, validating energy conservation principles. Graphical comparisons 

of amplitude proportions and energy ratios for SV and P waves across different models 

illustrate significant differences in wave behavior, emphasizing the influence of thermoelastic 

properties on wave transmission and reflection. 

Keywords: coupled model; two-phase-lag model; G-N model; three-phase-lag model; 

reflection; transmission; G-L model; amplitude ratio; energy ratio; L-S model 

1. Introduction

The study of thermoelasticity focuses on the equilibrium of entities that are

considered thermodynamic systems and whose interactions with their environment 

are limited to work-heat transformation, and outside forces in a given medium. In 

general, the deformation process itself contributes to the change in body temperature 

in addition to the internal and external heat sources. Under typical heat exchange 

conditions, the flux caused by deformation results in uneven heating. The study of 

thermoelasticity is the flow of heat and its effect on stress and strain when 

temperature and deformation field coupling take place. The elasticity and heat 

conduction theories are combined in the thermoelasticity hypothesis. It deals with 

how heat affects the deformation of an elastic medium and how deformation affects 

the thermal state of the medium under consideration. Numerous appealing models 

have been created in recent years by utilizing various theories to examine physical 

processes, including heat conduction and diffusion. 

A study on the plane waves reflected off the surface of a thermoelastic 

immersed, permeable solid half-space with related surface limit conditions was 

provided. Using the L-S and G-N theories of generalized thermoelasticity of 

saturated porous medium by McCarthy [1]. The plane is the focal point of the 

administering conditions. Three connected longitudinal waves and a shear vertical 
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wave are shown to occur in a generalized thermoelastic saturated porous medium via 

the plane wave solution of these equations. For every incident plane wave travelling 

through the medium, there are reflected waves. The right possibilities for occurrence, 

reflected in a half-space wave present, are created using Snell’s equation and meet 

the requisite boundary conditions. Sharma and Sidhu [2] following the derivation of 

the secular equation, examined the motion of plane harmonic waves in homogeneous 

anisotropic summed-up thermoelastic materials. Four dispersive wave modes were 

discovered to be feasible. The typical modes of linked thermoelasticity are three 

modes referred to as quasi-elastic (E). With a finite velocity of propagation, the 

fourth mode, alluded to as semi-warm (T) is diffusive in coupled thermoelasticity, 

presently looks like a wave. All the modes have been approximated at both high and 

low frequencies. Banerjee and Pao [3] looked into the propagation of the plane 

harmonic wave in unbounded anisotropic solids. Three of the four characteristic 

wave speeds discovered are comparable to isothermal or adiabatic elastic waves. The 

intensity beats, frequently known as the subsequent sound, correspond to the fourth 

wave, which is mostly a temperature disturbance. Numerical and graphical results 

are utilized to assess the velocities, slowness, and wave surfaces of the thermoelastic 

waves for solid helium crystals and NaF. 

Puri [4] looked at plane waves in generalized thermoelasticity. In the 

framework of generalized thermoelasticity, the characteristics of two dilatational 

motions are examined. The frequency equation’s precise solution is presented, and 

the real and imaginary wave number components precise values are computed. The 

behavior of the amplitude ratios for small and big frequencies is studied, along with 

the ranges of validity and approximate representations of this solution for large and 

small frequencies. Chadwick and Seet [5] published evidence for the propagation of 

planar harmonic body waves within a single zinc crystal. Dhaliwal and Sherief [6] 

expanded the generalized thermoelasticity theory for anisotropic heat-conducting 

thermoelastic materials. In a thermoelastic half-space, wave propagation was studied 

by Chandrasekharaiah [7]. The motion of summed-up thermoelastic waves 

transversed in an isotropic medium was covered by Singh and Sharma [8]. Sharma 

[9] discovered a connection between the concepts of thermoelasticity and

poroelasticity and developed a math-related model for the wave motion in an 

anisotropic generalized medium of thermoelasticity. It was investigated how 

inhomogeneous waves propagate in anisotropic piezo-thermoelastic mediums. 

Prasad et al. [10] described the movement of planar harmonic waves under 

thermoelasticity with double-stage slack. Asymptotic expressions of several wave 

field characterizations, for example, explicit loss, phase speed, adequacy ratios, and 

penetration profundity, result for both low and high values of frequency. Analytical 

techniques are used to determine the precise dispersion relations for plane waves. 

Using the computer tool Mathematica, the mathematical upsides of particular wave 

fields at moderate frequencies are found. The results are then shown in a number of 

images to illustrate the analytical findings. 

Three-dimensional thermoelastic wave movements under the influence of a 

buried source were shown in half-space by Lykotrafitis et al. [11]. The propagation 

of waves in a generic anisotropic poroelastic medium was explored by Sharma [12]. 

Venkatesan and Ponnusamy [13] depicted the wave engendering in a summed-up 
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thermoelastic strong chamber under different circumstances. Kumar and Kansal [14] 

were examined transversely isotropic thermoelastic diffusive plates by for the motion 

of a wave that is called lamb. Yu et al. [15] directed thermoelastic wave proliferation 

in stacked plates was displayed without energy misfortune. Kumar and Gupta [16] 

described the reflection and transmission of plane waves at the boundary between a 

flexible half-space and a portion of a thermoelastic half-space. Youssef and El-Bary 

[17] studied the theory of hyperbolic two-temperature generalized thermoelasticity.

Lata et al. [18] worked on transversely isotropic magneto-thermoelastic rotating 

materials in the Lord-Shulman model and the thermomechanical interactions 

resulting from time-harmonic sources. Kumar et al. [19] studied wave interference, 

by considering the fractional order derivative condition on an elastic and two-

temperature generalized thermoelastic half-space. Sherief et al. [20] examined how 

semiconductor elastic materials behaved when exposed to an external magnetic field. 

The framework takes into account how thermal, elastic, and plasma waves interact. 

The thermoelastic behavior of semiconductor materials in plasma is described by a 

new completely coupled mathematical model. Ding et al. [21] studied nonlocal 

elasticity captures these microstructural interactions, which are crucial for 

interpreting the overall behavior of the composite. The mechanical response at each 

position in the examined composite materials with heterogeneous microstructures is 

influenced by surrounding inclusions or fibers. Li et al. [22] worked on influence of 

time-dependent effects and long-range forces on the mechanical behavior of 

nanoscale objects, such as thin films, nanotubes, and nanowires is well captured by 

this model. Biological tissues, particularly in polymers and soft materials, where the 

response to loading varies on both time and previous deformations, the model 

describes history-dependent behavior for viscoelastic materials that is essential for 

comprehending stress relaxation and creep. Kumar [23] examined micropolar 

elasticity is appropriate for capturing the varying rotations and deformations of the 

fibers and matrix in fiber-reinforced composites. The theory also applies to porous 

and granular materials, such as powders or soils, where complicated mechanical 

behavior can result from the rotation of individual grains relative to one another. 

Furthermore, because classical elasticity is unable to explain the behavior of high-

frequency, short-wavelength waves, such as ultrasonic waves, in microstructured 

materials, micropolar elasticity is essential for comprehending high-frequency wave 

propagation. Yadav et al. [24] examined the nonlocal elasticity reflection phenomena 

in a hygrothermal medium. Three integrated plane waves—longitudinal 

displacement, shear vertical SV wave propagation in the medium, moisture diffusion 

mD-wave, and thermal diffusion TD-wave—are predicted by the plane wave 

solution. The hygrothermal medium’s P, mD, TD, and SV wave velocities are 

calculated. For the incidence of a hygrothermal plane wave, expressions for the 

energy ratio and reflection coefficient are created and shown graphically. Abd-Alla 

et al. [25] studied the wave motion under the effect of a magnetic field in a vacuum 

and compared the dual-phase-lag model and Lord-Shulman theory in the absence 

and presence of a magnetic field. Othman et al. [26] compared the reflection of 

generalized thermoelastic waves for the different theories (CT, L-S, G-L) in the 

presence of rotation, magnetic field, initial stress and the two-temperature parameter. 
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The interesting phenomena at a plane point of interaction between a versatile 

solid half-space and on the other side of the plane, considering different models are 

discussed in the current work. Work has been done on different theories given by 

authors, such as couple theory, Lord and Shulman (L-S) theory, Green and Naghdi 

(G-N) theory, Green and Lindsay (G-L) theory, and two-phase-lag and three-phase-

lag theories of thermoelastic solids in other half-space. The amplitude proportions of 

various refracted and reflected waves to the wave that approaches the boundary are 

determined. The expressions of the energy proportions for the incident wave to the 

different reflected waves along with the refracted waves are further found using the 

amplitude ratios. These energy ratios are visually shown and comparisons are 

provided for several ideas. The values of energy ratio can be negative or positive but 

the overall sum of all energies is the same in both cases. Thus, the total sum of 

energies in every theory is one. Because of the values being both negative and 

positive, they affect each other and have a sum of 1 for each incident angle. So, 

during the interaction, the rule of conservation of energy is confirmed. 

2. Governing equations

The equation for thermal conductivity, which incorporates the dilatation term

based on the thermodynamics of irreversible processes, was satisfactorily derived by 

Biot [27]. To resolve the contradiction in the conventional uncoupled theory, which 

states that elastic changes have no impact on temperature, he developed the idea of 

coupled thermoelasticity. The coupled theory of thermoelasticity results from the 

coupling of the temperature and strain fields. Equation of motion given as: 

(𝜆 + 𝜇)𝑣𝑘,𝑘𝑖 + 𝜇𝑣𝑖,𝑘𝑘 − 𝛾𝑇,𝑖 + 𝜌𝐹𝑖 = 𝜌𝑣̈𝑖 (1) 

Coupled theory equation of heat conduction is: 

𝐾𝑇,𝑖𝑖 +𝑄 = 𝜌𝑐𝑇̇ + 𝛾𝑇0𝑒̇𝑘𝑘 (2) 

By modifying the law of heat conduction, Lord and Shulman [28] introduced 

the theory of generalized thermoelasticity with one relaxation time (the isotropic 

body), which resolves the paradox of infinite speeds of heat and elastic disturbance 

propagation present in both the coupled and uncoupled theories of thermoelasticity. 

The theory of heat conduction is as follows: 

𝐾𝑇,𝑖𝑖 = (1 + 𝜏0
𝜕

𝜕𝑡
) (𝜌𝑐𝑇̇ + 𝛾𝑇0𝑒̇𝑘𝑘 − 𝑄) (3) 

The theory of thermoelasticity with two relaxation times or the theory of 

temperature-rate-dependent thermoelasticity, as presented by Green and Lindsay 

[29], is a further generalization of the coupled theory of thermoelasticity and is as 

follows: 

The equation of motion and the equation of heat conduction are respectively: 

( ) ( )      + + − + + =, , ,k ki i kk 1 i ii
v v T T F v (4) 

KT,𝑖𝑖+Q = 𝜌𝑐(𝑇̇ + 𝜏0𝑇̈) + 𝛾𝑇0𝑒̇𝑘𝑘 (5) 
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For homogeneous and isotropic materials, Green and Naghdi [30,31] suggested 

three thermoelasticity models. The terms type-Ⅰ, type-Ⅱ, and type-Ⅲ thermoelasticity 

are used to refer to the three different theories. While the second and third models 

provide for additional sound effects, the first of these models is identical with 

coupled thermoelasticity. The Green-Naghdi (Type-Ⅲ) theory of the heat conduction 

equation is: 

KT,𝑖𝑖+K
∗𝑣,𝑖𝑖 + 𝜌𝑟̇ = 𝜌cT̈ + 𝛾𝑇0𝑒̈𝑘𝑘 (6) 

RoyChoudhuri [32] identified the initiative in the three-phase-lag model heat 

transport equation as: 

(1 + 𝜏𝑞
𝜕

𝜕𝑡
) (𝜌𝑐𝑇̇ + 𝛾𝑇0𝑒̇𝑘𝑘 − 𝑄) = 𝜏𝜈

∗𝑇,𝑖𝑖 + 𝐾𝜏𝑇𝑇̇,𝑖𝑖 + 𝐾
∗𝜈,𝑖𝑖 (7) 

We assume that the material parameters satisfy the inequality 0 ≤ 𝜏𝑣 < 𝜏𝑡 <

𝜏𝑞 . Then the equation states that the temperature gradient and the thermal

displacement gradient established across a material volume located at position 𝑃(𝑟) 

at time 𝑡 + 𝜏𝑡 and 𝑡 + 𝜏𝜈 result in heat flux to flow at a different instant of time 𝜏𝑞.

The third delay time 𝜏𝜈  may be interpreted as the phase lag of the thermal

displacement gradient. 

Tzou [33] defined the two-phase-lag model heat conduction equation as: 

𝐾 (1 + 𝜏𝑇
𝜕

𝜕𝑡
)𝑇,𝑖𝑖 = (1 + 𝜏𝑞

𝜕

𝜕𝑡
+
1

2
𝜏𝑞
2
𝜕2

𝜕𝑡2
) (𝜌cṪ+ 𝛾𝑇0𝑒̇𝑘𝑘 − 𝑄) (8) 

According to which the temperature gradient at a point 𝑃  at time 𝑡 + 𝜏𝑡
corresponds to the heat flux vector at 𝑃  at time 𝑡 + 𝜏𝑞 . The delay time 𝜏𝑡  is

interpreted as that caused by the microstructural interactions, such as photon-electron 

interaction or photon scattering, and is called the phase lag of the temperature 

gradient. The other delay time 𝜏𝑞 is interpreted as the thermal relaxation time due to

the fast transient effect of thermal inertia and is called the phase lag of the heat flux. 

Without even a trace of an outer intensity source (body forces and heat sources), a 

minimized type of situation for the displacement and temperature field for the 

thermoelasticity theories previously described in Equations (1)–(8) is as follows. 

The equations of motion: 

(𝜆 + 𝜇)𝑣𝑘,𝑘𝑖 + 𝜇𝑣𝑖,𝑘𝑘 − 𝛾 (1 + 𝜏1
𝜕

𝜕𝑡
) 𝑇,𝑖 = 𝜌𝑣̈𝑖 (9) 

The heat conduction equation: 

𝐾 ′ (𝑛∗ + 𝑡1
𝜕

𝜕𝑡
+ 𝑡3

𝜕2

𝜕𝑡2
)𝑇,𝑖𝑖 =

𝜌𝑐 (𝑛1
𝜕

𝜕𝑡
+ 𝜏0

𝜕2

𝜕𝑡2
+ 𝑡2

𝜕3

𝜕𝑡3
+ 𝑡4

𝜕4

𝜕𝑡4
)𝑇 + 𝑇0𝛾 (𝑛1

𝜕

𝜕𝑡
+ 𝑛0𝜏0

𝜕2

𝜕𝑡2
+ 𝑡2

𝜕3

𝜕𝑡3
+ 𝑡4

𝜕4

𝜕𝑡4
)𝑒𝑘𝑘

(10) 

where 𝑛∗, 𝑡1, 𝑡3, 𝑛1, 𝜏0, 𝑡2, 𝑡4, 𝑛0  are parameters. Which are defined below for each

case. 

The Equations (9) and (10) are reduced to several special cases as follows: 

Case 1: Coupled theory condition of thermoelasticity is obtained. 
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𝑛∗ = 1, 𝑡1 = 0, 𝑛1 = 1, 𝑡2 = 0, 𝑡3 = 0, 𝜏0 = 0, 𝑡4 = 0, 𝜏1 = 0.

Case 2: The L-S theory of thermoelasticity holds. 

𝑛∗ = 1, 𝑛1 = 1, 𝑡1 = 0, 𝑡2 = 0, 𝜏1 = 0, 𝑡3 = 0, 𝑛0 = 1, 𝑡4 = 0, 𝜏0 = 0.

Case 3: The G-L theory of thermoelasticity follows. 

𝑛∗ = 1, 𝑡1 = 0, 𝑛0 = 0, 𝑡2 = 0, 𝜏0 = 1, 𝑡3 = 0, 𝑛1 = 1, 𝑡4 = 0, 𝜏1 ≥ 𝜏0.

Case 4: The G-N (Type-Ⅲ) theory of thermoelasticity is obtained when. 

𝑛∗ > 0, 𝑛1 = 0, 𝑡1 = 1, 𝑡2 = 0, 𝜏0 = 1, 𝑡3 = 0, 𝑡4 = 0, 𝑛0 = 1.

Case 5: The Three-phase-lag theory of thermoelasticity is obtained when. 

𝜏0 = 1, 𝑛0 = 1, 𝑛1 = 0, 𝜏1 = 0, 𝑡2 = 𝜏𝑞 , 𝑡1 = 1 + 𝑛
∗𝜏𝜈, 𝑡3 = 𝜏𝑇 , 𝑡4 =

𝜏𝑞
2

2
.

Case 6: The Two-phase-lag theory of thermoelasticity is as follows: 

𝑛∗ = 1, 𝜏0 = 𝜏𝑞 , 𝑛0 = 1, 𝑛1 = 1, 𝜏1 = 0, 𝑡1 = 𝜏𝑇 ,  𝑡2 =
𝜏𝑞
2

2
, 𝑡3 = 0, 𝑡4 = 0.

The temperature-stress-strain relationship is denoted as follows: 

𝜎𝑖𝑗 = 2𝜇𝑒𝑖𝑗 + 𝜆𝑒𝑘𝑘𝛿𝑖𝑗 − 𝛾 (1 + 𝜏1
𝜕

𝜕𝑡
)𝑇𝛿𝑖𝑗 (11) 

The strain is related to displacement as follows: 

𝑒𝑖𝑗 =
1

2
(𝑣𝑖,𝑗 + 𝑣𝑗,𝑖) (12) 

where 

𝑇 = 𝜃 − 𝑇0, increase in temperature. 𝑇0, temperature of reference for the object

chosen to hold |
𝑇

𝑇0
| << 1. 𝜃, temperature which is considered absolute for medium. 

𝐶𝐸 , specific heat when strain is constant. 𝜌, represents the density, which is not

dependent on time. 𝜎𝑖𝑗 , are the stress components. 𝑒𝑖𝑗 , strain components. 𝑒𝑘𝑘 ,

represents dilatation. 𝜈, is the thermal displacement. 𝜏𝑞, heat flux from phase lag.

𝜏𝑇  , temperature of phase lag. 𝐾∗ , is the material characteristic. 𝜏𝜈 , thermal

displacement of phase lag. 𝐾 ′, coefficient of thermal conductivity. 𝛾 = (3𝜆 + 2𝜇)𝛼𝑡;

𝜇, 𝜆 are the Lame’s constants, 𝛼𝑡 is the term used as a thermal linear expansion term.

𝑣𝑖, components in the plane of the displacement vector 𝑣.

3. Discussion of problem

We assume a homogeneous isotropic space with an interface along 𝑥3 = 0

containing thermoelastic theories in 𝑥3 > 0 (Medium Ⅱ) with 𝑥3  points vertically

upward and an isotropic elastic solid in 𝑥3 < 0 (Medium Ⅰ) with 𝑥3 points vertically

downward. (𝑥1, 𝑥2, 𝑥3) to be a coordinate of the Cartesian plane. The wave front of

the reflection and transmission issue being studied here is parallel to the 𝑥3 axis and

is in the two-dimensional plane 𝑥1 − 𝑥3 shown in (Figure 1). Let’s assume that an

incident plane harmonic wave P or SV, travels inside the isotropic upper half-elastic 

solid space. 

87 



Thermal Science and Engineering 2025, 8(1), 10909. 

 

To solve the problem related to two-dimensional space, consider the 

displacement vector in medium Ⅱ as: 

𝑣𝑖 = (𝑣1, 0, 𝑣3) (13) 

Here, dimensionless quantities are defined as: 

𝑥𝑖
′ = 𝐶0𝜂𝑥𝑖 , 𝑣𝑖

′ = 𝐶0𝜂𝑣𝑖, 𝑣
′
𝑖
𝑒
= 𝐶0𝜂𝑣𝑖

𝑒 , 𝑖 = 1, 3,

𝑡 ′ = 𝐶0
2𝜂𝑡, 𝜏1

′ = 𝐶0
2𝜂𝜏1, 𝑇

′ =
𝑇

𝑇0
,

𝜎𝑖𝑗
′ =

𝜎𝑖𝑗

𝜌𝐶0
2 , 𝜎𝑖𝑗

′ 𝑒 =
𝜎𝑖𝑗

𝑒

𝜌𝐶0
2 , 𝑃

∗𝑒 ′
= 𝜌𝐶0𝑃

∗𝑒 , 𝑃𝑖𝑗
∗′ = 𝜌𝐶0𝑃𝑖𝑗

∗ , 𝑖, 𝑗 = 1,3

(14) 

where 

𝐶0
2 =

𝜆+2𝜇

𝜌
, 𝜂 =

𝜌𝐶𝐸

𝐾
. 

By using the Equations (13) and (14) in Equations (9) and (10), after 

suppressing the primes, the resulting Equations are (15)–(17) as follows: 

(𝛽2 − 1)
𝜕

𝜕𝑥1
(
𝜕𝑣1
𝜕𝑥1

+
𝜕𝑣3
𝜕𝑥3

) + 𝛻2𝑣1 − 𝑏 (1 + 𝜏1𝛽
2𝑎

𝜕

𝜕𝑡
) (
𝜕𝑇

𝜕𝑥1
) = 𝛽2

𝜕2𝑣1
𝜕𝑡2

(15) 

(𝛽2 − 1)
𝜕

𝜕𝑥3
(
𝜕𝑣1
𝜕𝑥1

+
𝜕𝑣3
𝜕𝑥3

) + 𝛻2𝑣3 − 𝑏 (1 + 𝜏1𝛽
2𝑎

𝜕

𝜕𝑡
) (
𝜕𝑇

𝜕𝑥3
) = 𝛽2

𝜕2𝑣3
𝜕𝑡2

(16) 

(𝑛∗ + 𝑡1𝑐
𝜕

𝜕𝑡
+ 𝑡3𝑐

2
𝜕2

𝜕𝑡2
)𝛻2𝑇 =

(𝑛1
𝜕

𝜕𝑡
+ 𝜏0𝑐

𝜕2

𝜕𝑡2
+ 𝑡2𝑐

2
𝜕3

𝜕𝑡3
+ 𝑡4𝑐

3
𝜕4

𝜕𝑡4
)𝑇+∈ (𝑛1

𝜕

𝜕𝑡
+ 𝑛0𝜏0𝑐

𝜕2

𝜕𝑡2
+ 𝑡2𝑐

2
𝜕3

𝜕𝑡3
+ 𝑡4𝑐

3
𝜕4

𝜕𝑡4
) (
𝜕𝑣1
𝜕𝑥1

+
𝜕𝑣3
𝜕𝑥3

)

(17) 

where 

∈=
𝛾

𝜌𝐶𝐸
, 𝛽2 =

𝜆 + 2𝜇

𝜇
, 𝑏 =

𝛾𝑇0
𝜇
, 𝑎 =

𝜇𝜂

𝜌
, 𝑐 = 𝐶0

2𝜂 (18) 

The potential operates as follows in relation to the non-dimensional 

displacement components 𝑣1, 𝑣3 in Medium Ⅱ.

𝑣1 =
𝜕𝜙

𝜕𝑥1
−
𝜕𝜓

𝜕𝑥3
, 𝑣3 =

𝜕𝜙

𝜕𝑥3
+
𝜕𝜓

𝜕𝑥1
(19) 

where 𝜓 notation is used for the potential transverse waves, 𝜑 notation is used for 

the potential longitudinal waves. Substituting Equation (19) in the Equations (15)–

(17) results in the following equations:

𝛽2 (𝛻2 −
𝜕2

𝜕𝑡2
)𝜑 − 𝑏 (1 + 𝜏1𝛽

2𝑎
𝜕

𝜕𝑡
)𝑇 = 0 (20) 

𝛻2𝛹 − 𝛽2
𝜕2𝛹

𝜕𝑡2
= 0 (21) 

88 



Thermal Science and Engineering 2025, 8(1), 10909. 

 

(𝑛∗ + 𝑡1𝑐
𝜕

𝜕𝑡
+ 𝑡3𝑐

2
𝜕2

𝜕𝑡2
)𝛻2𝑇 =

(𝑛1
𝜕

𝜕𝑡
+ 𝜏0𝑐

𝜕2

𝜕𝑡2
+ 𝑡2𝑐

2
𝜕3

𝜕𝑡3
+ 𝑡4𝑐

3
𝜕4

𝜕𝑡4
)𝑇+∈ (𝑛1

𝜕

𝜕𝑡
+ 𝑛0𝜏0𝑐

𝜕2

𝜕𝑡2
+ 𝑡2𝑐

2
𝜕3

𝜕𝑡3
+ 𝑡4𝑐

3
𝜕4

𝜕𝑡4
)𝛻2𝜑

(22) 

For propagation of harmonic waves in the considered plane as: 

{𝜙, 𝜓, 𝑇}(𝑥1, 𝑥3, 𝑡) = {𝜙̄, 𝜓̄, 𝑇̄}𝑒
−𝑖𝜔𝑡 (23) 

Here the particle’s angular frequency of vibration is 𝜔. After simplifying the 

Equations (20) and (22) by substituting Equation (23), we obtained Equation (24): 

[𝑅𝛻4 + 𝑆𝛻2 + 𝑇]𝜙̄ = 0 (24) 

where 

𝑅 = 𝛽2(𝑛∗ − 𝜄𝑡̇1𝑐𝜔 − 𝑡3𝑐
2𝜔2),

𝑆 = 𝛽2(𝜄𝑛̇1𝜔 + 𝜏0𝑐𝜔
2 + 𝜄𝑡̇2𝑐

2𝜔3 − 𝑡4𝑐
3𝜔4) + 𝑏 ∈ (1 − 𝜄𝜏̇1𝛽

2𝑎𝜔)(𝜄𝑛̇1𝜔 + 𝜏0𝑛0𝑐𝜔
2 + 𝜄𝑡̇2𝑐

2𝜔3 − 𝑡4𝑐
3𝜔4)

𝑇 = 𝛽2𝜔2(𝑛∗ − 𝜄(̇𝑡1𝑐 − 𝑛1)𝜔 − (𝑡3 − 𝜄𝑡̇2)𝑐
2𝜔2 + 𝜏0𝑐𝜔

2 − 𝑡4𝑐
3𝜔4).

, 

The general form of Equation (24) solution can be considered as: 

𝜙̄ = 𝜙̄1 + 𝜙̄2 (25) 

Taking 𝑖 = 1, 2 the potentials satisfy the equations of wave, resulting in: 

[𝛻2 +
𝜔2

𝑉𝑖
2] 𝜙̄𝑖 = 0 (26) 

Characteristic equations whose roots are named 𝑉1, 𝑉2 for the P and T waves

respectively, are given below: 

𝑇𝑉4 − 𝑆𝜔2𝑉2 + 𝑅𝜔4 = 0 (27) 

With the help of Equations (21) and (23), we get: 

[𝛻2 +
𝜔2

𝑉3
2] 𝜓̄ = 0 (28) 

where 𝑉3 =
1

𝛽
, velocity of a transverse wave (SV wave) in medium 𝑥3 > 0.

Using Equations (22), (23), (25) and (26), we obtain: 

{𝜑, 𝑇} =∑{1,𝑚𝑖}𝜑𝑖

2

𝑖=1

(29) 

where 

𝑚𝑖 =
(𝜄𝑛̇1𝜔 + 𝜏0𝑛0𝑐𝜔

2 + 𝜄𝑡̇2𝑐
2𝜔3 − 𝑡4𝑐

3𝜔4) ∈ 𝜔2

𝑉𝑖
2[(𝑛∗ − 𝜄𝑡̇1𝑐𝜔 − 𝑡3𝑐

2𝜔2)𝛻2 + (𝜄𝑛̇1𝜔 + 𝜏0𝑐𝜔
2 + 𝜄𝑡̇2𝑐

2𝜔3 − 𝑡4𝑐
3𝜔4)]

, 𝑖 = 1, 2 (30) 

The fundamental equation for homogeneous isotropic elastic solids is expressed 

as: 

(𝜆𝑒 + 𝜇𝑒)𝛻(𝛻𝑣𝑖
𝑒) + 𝜇𝛻2𝑣𝑖

𝑒 = 𝜌𝑒𝑣̈𝑖 (31) 
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where 𝜇𝑒 , 𝜆𝑒  are Lame’s constants. 𝑣𝑖
𝑒 , represents the components in a Cartesian

plane having a displacement vector 𝑣𝑒. 𝜌𝑒, indicates the density in the medium 𝑥3 <

0. 

𝑒1
𝑒 =

𝜕𝑣1
𝑒

𝜕𝑥1
+
𝜕𝑣3

𝑒

𝜕𝑥3
. 

For a two-dimensional plane 𝑥1 − 𝑥3 problem, the components 𝑣𝑖
𝑒 = (𝑣1

𝑒 , 0, 𝑣3
𝑒)

can be considered as: 

𝑣1
𝑒 =

𝜕𝜙𝑒

𝜕𝑥1
−
𝜕𝜓𝑒

𝜕𝑥3
, 𝑣3
𝑒 =

𝜕𝜙𝑒

𝜕𝑥3
+
𝜕𝜓𝑒

𝜕𝑥1
(32) 

where potential 𝜑𝑒  corresponds to longitudinal wave and 𝜓𝑒  corresponds to

transversal wave equations from using Equations (31) and (32): 

𝛻2𝜑𝑒 =
1

𝛼𝑝
2𝑒 𝜑̈

𝑒
(33) 

𝛻2𝜓𝑒 =
1

𝛽𝑠
2𝑒 𝜓̈

𝑒 (34) 

where 

𝛼𝑝
𝑒 = √

(𝜆𝑒 + 2𝜇𝑒)

𝜌𝑒
, 𝛽𝑠

𝑒 = √
𝜇𝑒

𝜌𝑒
,  𝛼 =

𝛼𝑝
𝑒

𝐶0
,  𝛽 =

𝛽𝑠
𝑒

𝐶0
(35) 

The isotropic elastic medium’s stress tensor and strain tensor are respectively 

given by: 

𝜎𝑖𝑗
𝑒 = 2𝜇𝑒𝑒𝑖𝑗

𝑒 + 𝜆𝑒𝑒𝑘𝑘
𝑒 𝛿𝑖𝑗

𝑒𝑖𝑗
𝑒 =

1

2
(𝑣𝑖,𝑗

𝑒 + 𝑣𝑗,𝑖
𝑒 )

(36) 

where 𝑒𝑖𝑖
𝑒  is the dilatation. 

4. Wave potential functions

Figure 1. Geometry of the problem. 

Consider a harmonic wave (P or SV) striking at the interface 𝑥3 = 0  and

travelling in medium 𝑥3 < 0 and 𝑥3 > 0 (Figure 1) shown.
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In medium 𝑥3 > 0, the potential functions satisfying Equations (34) and (33)

can be taken as Kumar and Kansal [34]: 

𝜙𝑒 = 𝐴′0
𝑒
exp[𝜄𝜔̇{((𝑥1sin𝜃0 + 𝑥3cos𝜃0)/𝛼) − 𝑡}] + 𝐴

′
1
𝑒
exp[𝜄𝜔̇{((𝑥1sin𝜃1 − 𝑥3cos𝜃1)/𝛼) − 𝑡}] (37) 

𝜓𝑒 = 𝐵′
0
𝑒
exp[𝜄𝜔̇{((𝑥1sin𝜃0 + 𝑥3cos𝜃0)/𝛽) − 𝑡}] + 𝐵

′
1
𝑒
exp[𝜄𝜔̇{((𝑥1sin𝜃2 − 𝑥3cos𝜃2)/𝛽) − 𝑡}] (38) 

𝜔 is the angular frequency, and the coefficients 𝐴′0
𝑒
, 𝐵′

0
𝑒

, 𝐴′1
𝑒

and 𝐵′
1
𝑒

 are the 

amplitudes of the incident P (or SV), reflected P and reflected SV waves 

respectively. 

Following Borcherdt [35], the complete structure of the refracted wave’s wave 

field in isotropic thermoelastic solid half-space may be expressed as: 

{𝜙, 𝑇} =∑{1,𝑚𝑖}𝐵𝑖
′

2

𝑖=1

𝑒𝑥𝑝(𝐴𝑖
′ . 𝑟)𝑒𝑥𝑝{𝜄(̇𝑃𝑖. 𝑟 − 𝜔𝑡)} (39) 

𝜓 = 𝐵3
′ 𝑒𝑥𝑝(𝐴3

′ . 𝑟)𝑒𝑥𝑝{𝜄(̇𝑃3. 𝑟 − 𝜔𝑡)} (40) 

where the coupling constants 𝑚𝑖 , 𝑖 = 1, 2  are given in the above Equation (30).

𝐵𝑖
′ , 𝑖 = 1, 2, 3 be the coefficients taken to represent the amplitudes of refracted P, T 

and SV waves respectively. The wave motion vector considered 𝑃𝑖, 𝑖 = 1, 2, 3  as

well as the attenuation factor 𝐴𝑖
′ , 𝑖 = 1,  2,  3 are given by:

𝑃𝑖 = 𝜉𝑅𝑥1 + 𝑑𝑉𝑖𝑅𝑥̂3, A𝑖
′ = −𝜉I𝑥̂1 − 𝑑𝑉𝑖𝐼𝑥̂3, 𝑖 = 1, 2, 3 (41) 

where 

𝑑𝑉𝑖 = 𝑑𝑉𝑖𝑅 + 𝜄𝑑̇𝑉𝑖𝐼 = 𝑝. 𝑣. (
𝜔2

𝑉𝑖
2 − 𝜉

2) , 𝑖 = 1, 2 (42) 

where 𝑥1, 𝑥3 denote the unit vector in the 𝑥1 and 𝑥3 directions, respectively, where

p.v. stands for the primary value of the complex quantity generated from the square

root. 𝜉 = 𝜉𝑅 + 𝜄𝜉̇I, where 𝜉 represents the wave number, which is in the form of a

complex number, R and I stand for complex numbers having the real and imaginary 

parts correspondingly. Consider 𝜉𝑅 ≥ 0 . In the isotropic thermoelastic medium,

different models are given by complex numbers: 

𝜉 = −𝜄|̇𝐴𝑖
′ | 𝑠𝑖𝑛(𝜃𝑖

′ − 𝛾𝑖
′) + |𝑃𝑖| 𝑠𝑖𝑛 𝜃𝑖

′ , 𝑖 = 1, 2, 3 (43) 

where 𝜃𝑖
′ indicates the refracted angle in Medium Ⅱ and the angle between the wave 

propagates and the attenuation vector is taken as 𝛾𝑖
′ . If |𝐴𝑖

′ | ≠ 0, then 𝜃𝑖
′ = 𝛾𝑖

′ , 𝑖 =

1,2,3, implies that three refracted waves are in the direction of 𝑥3 axis.

5. Surface boundary conditions

The surface boundary conditions with the partition that must be fulfilled 𝑥3 = 0

are as follows: 

a) Mechanical conditions:

𝜎33
𝑒 = 𝜎33 (44) 
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𝜎31
𝑒 = 𝜎31 (45) 

b) Displacement conditions:

𝑣1
𝑒 = 𝑣1 (46) 

𝑣3
𝑒 = 𝑣3 (47) 

c) Thermal conditions:

𝜕𝑇

𝜕𝑥3
+ ℎ𝑇 = 0 (48) 

where 

h indicates the coefficient of heat transfer. 

ℎ → 0 is equivalent to a boundary with insulation. 

ℎ → ∞ corresponding to a boundary that is isothermal. 

𝜎31 =
𝜇(𝑣1,3+𝑣3,1)

𝜌𝐶0
2 , 𝜎33 =

[(𝜆𝑒+2𝜇𝑒)𝑣3,3
𝑒 +𝜆𝑒𝑣1,1

𝑒 ]

𝜌𝐶0
2 ,

𝜎31
𝑒 =

𝜇𝑒(𝑣1,3
𝑒 +𝑣3,1

𝑒 )

𝜌𝐶0
2 , 𝜎33

𝑒 =
[(𝜆𝑒+2𝜇𝑒)𝑣3,3

𝑒 +𝜆𝑒𝑣1,1
𝑒 ]

𝜌𝐶0
2

. 

Here, construct a system of five equations of non-homogeneous nature in six 

unknowns by including the potentials provided by Equations (37)–(40) into the 

earlier boundary conditions Equations (44)–(48). 

∑𝑐𝑖𝑘𝑍𝑘

5

𝑘=1

= 𝑔𝑖 (49) 

In addition to Snell’s law provided by: 

𝜉𝑅 =
𝜔 𝑠𝑖𝑛 𝜃0
𝑉0

=
𝜔 𝑠𝑖𝑛 𝜃1

𝛼
=
𝜔 𝑠𝑖𝑛 𝜃2

𝛽
(50) 

where 𝑍𝑘 = |𝑍𝑘|𝑒
𝑖𝜓𝑘

∗
, |𝑍𝑘|, 𝜓𝑘

∗ ,  𝑘 = 1, 2, 3, 4, 5 represents the proportion (ratios) of

amplitudes and phase shifts of refracted P, refracted T, refracted SV, reflected P and 

reflected SV waves with respect to incident waves, 𝑐𝑖𝑘, (𝑖, 𝑘 = 1, 2, 3, 4, 5). Refer to

Appendix A. 

Also, 

𝑉0 = {
𝛼, incident P-wave

𝛽, incident SV-wave
(51) 

And, 

𝜉𝐼 = 0. 

Therefore, in 𝑥3 -direction waves are attenuated. The coefficients 𝑔𝑖 , 𝑖 =

1, 2, 3,  4,  5 for the right side of the Equation (49) can be written as: 

𝑔𝑖 = {
(−1)𝑖+1𝑐𝑖2, incident SV wave

(−1)𝑖𝑐𝑖1, incident P wave
; 𝑖 = 1⋯4,

𝑔𝑖 = 0 ; 𝑖 = 5

(52) 
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According to Achenbach [36], now let’s take a look at a unit-sized surface 

element that sits at the intersection of two media and calculate the amount of energy 

distributed. 

𝑃∗ = 𝜎𝑙𝑚𝑙𝑚𝑣̇𝑙 (53) 

The stress tensor is denoted by 𝜎𝑙𝑚  and 𝑣𝑖  is the component of the particle

displacement, 𝐼𝑚 the unit normal vector is in the form of a direction cosine, and 𝐼 the

normal outward vector is considered part of the area element. Over a period, the time 

average is denoted by ⟨𝑃∗⟩.

6. Energy partition

Physically, it is necessary to take into account how the incident wave’s energy

is distributed among the numerous refracted and reflected waves at the planar 

contact. According to Achenbach [36], the pace of energy movement per unit region 

is as follows: 

{
⟨𝑃∗𝑒⟩ = Real⟨𝜎⟩13

𝑒 Real⟨𝑣̇1
𝑒⟩ + Real⟨𝜎⟩33

𝑒 Real⟨𝑣̇3
𝑒⟩(elastic solid medium)

⟨𝑃𝑖𝑗
∗ ⟩ = Real⟨𝜎⟩13

(𝑖)
Real ⟨𝑣̇1

(𝑗)
⟩ + Real⟨𝜎⟩33

(𝑖)
Real ⟨𝑣̇3

(𝑗)
⟩ (thermoelastic solid medium)

(54) 

By Achenbach [29], consider two complex functions 𝑚 and 𝑛, and we have: 

⟨Re a l(m)⟩⟨Re a l(n)⟩ =
1

2
⟨Re a l(mn̄)⟩ (55) 

The energy ratio 𝐸𝑖 used for the reflected SV-waves and reflected P-waves is

(Kumar and Kansal [34]): 

𝐸𝑖 = −
⟨𝑃𝑖

∗𝑒⟩

⟨𝑃0
∗𝑒⟩
, 𝑖 = 1,2 (56) 

𝐸𝑖𝑗 =
⟨𝑃𝑖𝑗

∗ ⟩

⟨𝑃0
∗𝑒⟩
, 𝑖, 𝑗 = 1,  2,  3 (57) 

where 𝐸2 , 𝐸1  are the reflected SV and P waves energy ratios respectively. The

leading diagonal represents the energy matrix 𝐸𝑖𝑗  in Equation (57). On the other

hand, it represents the P, T and SV waves energy ratios, while the sum of the 

elements other than the diagonal entries provides the interaction energy share for all 

refracted waves in Medium-Ⅱ. 

𝐸𝑅𝑅 =∑(∑𝐸𝑖𝑗 − 𝐸𝑖𝑖

3

𝑗=1

)

3

𝑖=1

 (58) 

And, 

⟨𝑃1
∗𝑒⟩ =

1

2

𝜔4𝜌𝑒𝑐0
2

𝛼
|𝐴′1

𝑒
|
2
Re(cos𝜃1), ⟨𝑃2

∗𝑒⟩ =
1

2

𝜔4𝜌𝑒𝑐0
2

𝛽
|𝐵′1

𝑒
|
2
Re(cos𝜃2).
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⟨𝑃0
∗𝑒⟩ =

{

⟨𝑃0
∗𝑒⟩ = −

1

2

𝜔4𝜌𝑒𝑐0
2

𝛼
|𝐴′

0
𝑒
|cos𝜃0, ( incident P − wave)

⟨𝑃0
∗𝑒⟩ = −

1

2

𝜔4𝜌𝑒𝑐0
2

𝛽
|𝐵′

0
𝑒
|cos𝜃0, (incident 𝑆𝑉 − wave)

(59) 

⟨𝑃𝑖𝑗
∗ ⟩,; i ∈ {1,2,3}, j ∈ {1,2,3}. Refer to Appendix B.

Through the relationship, it is possible to see the incident energy holds the 

conservation of energy throughout the process for all studied theories. 

𝐸11 + 𝐸22 + 𝐸33 + 𝐸1 + 𝐸2 + 𝐸𝑅𝑅 = 1 (60) 

7. Numerical results and discussion

Here are some numerical findings for the copper substance (Sherief and Saleh

[37]), for which the following physical information is provided: 

𝐶𝐸 = 383.1𝐽𝐾𝑔
−1𝐾−1,  𝐾 = 0.383 × 103𝑊𝑚−1𝐾−1, 𝑇0 = 0293𝐾, ℎ = 0, 𝛼𝑡 = 1.78 × 10

−5𝐾−1,

𝜆 = 7.76 × 1010𝐾𝑔𝑚−1𝑠−2, 𝜌 = 8.954 × 103𝐾𝑔𝑚−3, 𝜇 = 3.86 × 1010𝐾𝑔𝑚−1𝑠−2.

Bullen [38] provides the numerical values for granite in an elastic medium. 

 𝛼𝑒 = 5.27 × 103𝑚𝑠−1, 𝜌𝑒 = 2.65 × 103𝐾𝑔𝑚−3, 𝛽𝑒 = 3.17 × 103𝑚𝑠−1. 

By considered Cases 1 to 6 defined above. In particular, for G-L theory 

consider 𝜏0 = 1 , 𝜏1 = 2 , for G-N theory consider 𝑛∗ = 2 . The values of energy

ratios and an energy matrix defined in the previous section have been calculated 

using the software MATLAB R2023a for various values of initial falling angle θ° in 

interval 0° to 90° and the frequency 𝜔 = 200π  Hz used for incident P and SV 

waves. The effect of changes in incident angle with the energy ratios for coupled 

theory, L-S theory, G-N theory, G-L theory, three-phase-lag theory, and two-phase- 

lag theory has been shown in Figures 2–7 (for P wave) and effect of angle on 

amplitude is observed in Figures 8–12 (for P) respectively. The effect of angle on 

energy ratio is observed in Figures 13–18 (for SV waves) and effect of angle on 

amplitude is observed in Figures 19–23 (for SV waves) respectively. In all plotted 

graph, black, red, blue, pink, green, and navy-blue rectangular strips represent 

coupled models, the L-S model, the G-L model, the G-N model, the three-phase-lag 

theory and the two-phase lag theory respectively. 3D graphs are generated to 

demonstrate the impact of various thermoelasticity theories. 
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Figure 2. Changes in energy ratio 𝐸1 w.r.t angle for θ° P wave. 

It is observed in Figure 2 that Coupled, L-S, G-L and G-N model energies 

show the same behavior the values of energy proportion 𝐸1  increase with the

increase in value of angle incidence 0° ≤ θ° ≤ 90°, and three-phase-lag model 

analysis and two-phase-lag model analysis show the same behavior in which the 

value of energy decreases as θ° increases and increases continuously at θ° = 86°. 

Figure 3. Changes in energy ratio 𝐸2 w.r.t angle θ° for P wave. 

Further, Figure 3 shows that the values of 𝐸2 decrease as θ° is in the range 10°

≤ θ° ≤ 20° and thereafter remain constant as the value of θ° increases continuously 

for the Coupled L-S, G-L and G-N models. Three- and two-phase-lag models appear 

to be constant as their values are above 0 but very small compared to other models. 
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Figure 4. Changes in energy ratio 𝐸11 w.r.t angle θ° for P wave. 

Figure 4 indicates that for L-S, G-L, the three-phase-lag model attains the 

minimum value of energy as the θ° increases from 0° to 90°. The coupled model and 

G-N model attain maximum value, decrease continuously, and then attain minimum

value in the range 18° ≤ θ° ≤ 90°. The two-phase-lag model attains a comparatively 

higher value than L-S, G-L and the three-phase-lag model, but there is not much 

difference as the θ° increases from 0° to 90°. 

Figure 5. Changes in energy ratio 𝐸22 w.r.t angle θ° for P wave. 

Figure 5 shows that 𝐸22 has the same behavior and changes as in 𝐸11, but the

magnitude values are different. For L-S, G-L, two-phase-lag and three-phase-lag 
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model attain the minimum value of energy as the θ° increases from 0° to 90°. The 

coupled model and G-N model attain maximum value at θ° = 17°, after which it 

decreases continuously and then attains minimum value in the range 18° ≤ θ° ≤ 90°. 

The two-phase-lag model attains a comparatively higher value than L-S, G-L and the 

three-phase-lag model, but there is not much difference as the θ° increases from 0° to 

90°. 

Figure 6. Changes in energy ratio 𝐸33 w.r.t angle θ° for P wave. 

Figure 6 depicts that the two-phase-lag model and the three-phase-lag model 

𝐸33 attain the minimum value in the range 10° ≤ θ° ≤ 90° and the maximum value at

θ° = (0.5°). In 0° ≤ θ° ≤ 10°, the value of 𝐸33 decreases.

Figure 7. Changes in energy ratio 𝐸𝑅𝑅 w.r.t angle θ° for P wave. 
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Figure 7 depicts that for two-phase-lag and three-phase-lag models, the energy 

ratio 𝐸𝑅𝑅 attains a value nearly equal to zero. For coupled L-S, G-L and G-N models

the value of 𝐸𝑅𝑅 attains near zero in the range 10° ≤ θ° ≤ 90° and outside of this

range energy decreases continuously until it attains its minimum value at θ° = 7°. 

Figure 8. Changes in amplitude ratio |𝑍1| w.r.t angle θ° for P wave. 

Figure 8 shows that the values of |𝑍1| decrease in the range 20° ≤ θ° ≤ 40° and

after that, they increase continuously with an increase in angle for the coupled L-S, 

G-N and G-L models. For two-phase-lag and three-phase-lag theories, after attaining

the maximum value, the value |𝑍1| decreases continuously.

Figure 9. Changes in amplitude ratio |𝑍2| w.r.t angle θ° for P wave. 
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Figure 9 shows that for the coupled L-S, G-N and G-L models, the value of 

|𝑍2| attains the maximum value at θ° = 19° after it gives a constant value near to

zero. For the other two models, three-phase-lag and two-phase-lag, it remained 

constant nearing zero when the angle θ° increases in the range of 0° ≤ θ° ≤ 90°, 

respectively. 

Figure 10. Changes in amplitude ratio |𝑍3| w.r.t angle θ° for P wave. 

In Figure 10, the value of |𝑍3| depicts the same behavior and variations for all

the models show values near to zero. For the two-phase-lag model, the value of the 

amplitude ratio decreases continuously as the θ° increases in the range 0° ≤ θ° ≤ 90°. 

Figure 11. Changes in amplitude ratio |𝑍4| w.r.t angle θ° for P wave. 
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Figure 11. The values of |𝑍4| depict the same behavior and variations for all

the models show values near zero for increasing values of incident angle. For the 

two-phase-lag model, the value of amplitude decreases continuously as θ° increases 

in the range of angle 0° ≤ θ° ≤ 90°. 

Figure 12. Changes in amplitude ratio |𝑍5| w.r.t angle θ° for P wave. 

Figure 12 shows that for the coupled L-S, G-N and G-L models, the values of 

|𝑍5| after attaining the maximum value are constant and near zero. For the other two

models, three-phase-lag and two-phase-lag, it remained constant nearing zero as θ° 

increases 0° ≤ θ° ≤ 90°, respectively. 

Figure 13. Changes in energy ratio 𝐸1 w.r.t angle θ° for SV wave. 
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In Figure 13, it is concluded that all models 𝐸1 show an increase in values as

the angle increases in 0° ≤ θ° ≤ 30°, attain a maximum at θ° = 30°, decrease rapidly 

for 30° ≤ θ° ≤ 40° and thereafter attain a minimum value nearly at zero in the range 

50° ≤ θ° ≤ 90°. 

Figure 14. Changes in energy ratio 𝐸2 w.r.t angle θ° for SV wave. 

Figure 14 shows that the behavior of 𝐸2 is opposite to 𝐸1 and has obtained the

maximum value of 1 in the interval 40° ≤ θ° ≤ 90° for Coupled, L-S, G-L and G-N 

models, but the energy of two-phase-lag and three-phase-lag models increases as θ° 

range 40° ≤ θ° ≤ 90° increases, reaching a maximum at θ° = 90°. For 30° ≤ θ° ≤ 40°, 

all models show an increase in value with an increase in θ°. 

Figure 15. Changes in energy ratio 𝐸11 w.r.t angle θ° for SV wave.
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In Figure 15, it is depicted that 𝐸11 shows similar behavior and variations for

all the models coupled, L-S, G-L, G-N and the three-phase-lag except the two-phase-

lag. It attains a value close to zero in the interval 0° ≤ θ° ≤ 40° and then fluctuates for 

40° ≤ θ° ≤ 80° and finally attains a maximum value in the interval 80° ≤ θ° ≤ 90°. 

Figure 16. Changes in energy ratio 𝐸22 w.r.t angle θ° for SV wave. 

Observation in Figure 16 𝐸22 shows similar behavior and variations for all the

models except the two-phase-lag model. It attains a value close to zero in the interval 

0° ≤ θ° ≤ 40° and then fluctuates for 40° ≤ θ° ≤ 80° and finally attains a maximum 

value in the interval 80° ≤ θ° ≤ 90°. 

Figure 17. Changes in energy ratio 𝐸33 w.r.t angle θ° for SV wave. 
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Figure 17 indicates that 𝐸33 attains a value close to zero in the range 0° ≤ θ° ≤

40° and then fluctuates at θ° = 45°. Then increases 45° ≤ θ° ≤ 80° and attains 

maximum value for Couple, G-L, L-S and G-N models. After that, it decreases and 

attains its minimum value. 

Figure 18. Changes in energy ratio 𝐸𝑅𝑅 w.r.t angle θ° for SV wave. 

Figure 18 indicates that for all models, values of 𝐸𝑅𝑅 are nearly zero, decrease

smoothly in the range 75° ≤ θ° ≤ 80°, attain the minimum value for θ° = 80°, then 

increase rapidly in the range 80° ≤ θ° ≤ 90°, and finally take the value 1. But in the 

case of two-phase-lag and three-phase-lag model behavior, the value is near zero. 

Both the P and SV waves show the sum of all different energies. This holds for all 

the theories. 

Figure 19. Changes in amplitude ratio |𝑍1| w.r.t angle θ° for SV wave. 
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From Figure 19, it is evident that for all models |𝑍1| shows an increase in

values as θ° changes. It increases in the range 0° ≤ θ° ≤ 50°, attains a maximum at θ° 

= 50°, decreases rapidly for 50° ≤ θ° ≤ 75° and thereafter increases again after 

attaining a minimum value nearly to zero in the range 75° ≤ θ° ≤ 85°, then again 

decreases. 

Figure 20. Changes in amplitude ratio |𝑍2| w.r.t angle θ° for SV wave. 

Figure 20 shows that the behavior and changes of |𝑍2| are opposite to |𝑍1| and

have a maximum constant amplitude value in the range 40° ≤ θ° ≤ 90° for the 

Coupled, L-S, G-N and G-L models. But in two- and three-phase-lag models, 

fluctuating behavior is shown as θ° an increase in the range 20° ≤ θ° ≤ 90°. 

Figure 21. Changes in amplitude ratio |𝑍3| w.r.t angle θ° for SV wave. 
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In Figure 21, it appears that |𝑍3| has the same behavior and variations for

Coupled, L-S, G-N, G-L and three-phase-lag models. But in the two-phase-lag 

model, amplitude ratio increases in the interval 0° ≤ θ° ≤ 40° and then decreases in 

40° ≤ θ° ≤ 90°. 

Figure 22. Changes in amplitude ratio |𝑍4| w.r.t angle θ° for SV wave. 

In Figure 22, it appears that |𝑍4| has the same behavior and variations for all

the models. In the two-phase-lag model, amplitude ratio increases in the interval 0° ≤ 

θ° ≤ 40° and then decreases in 40° ≤ θ° ≤ 90°. 

Figure 23. Changes in amplitude ratio |𝑍5| w.r.t angle θ° for SV wave. 
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From Figure 23, it is noticed that in the range 40° ≤ θ° ≤ 60°, amplitude |𝑍5|

shows a constant value for all models. At θ° = 60°, it attained a minimum value and 

then again increases as angle increases, and 85° ≤ θ° ≤ 90° rapidly decreases. 

8. Conclusion

In the current article, the phenomenon of incident elastic waves on the surface

𝑥3 = 0 is discussed. Transmission and reflection at the plane between a half-space of

elastic solids 𝑥3 < 0 and six models in another half-space 𝑥3 > 0 of thermoelastic

solids (Coupled, L-S, G-N, three-phase-lag, two-phase-lag and G-L theories) has 

been investigated for isotropic material. Various wave conditions regarding 

displacement potentials are used to identify and describe the three waves in 

thermoelastic solid media with different models. With regard to the angle of 

incidence, the proportions of energies for various refracted and reflected waves with 

respect to the incident wave are calculated computationally, shown visually and then 

compared for all six models. 

Findings: The analysis of the results permits some concluding remarks: 

1) All distributions show a considerable influence from the phase lag effect, which

can be seen. The difference between all the thermoelastic models and dual-

phase-lag (DPL) thermoelastic model is very clear.

2) Due to differences in phase lags in different thermoelastic models. Differences

in energy ratios and amplitude ratios are observed.

3) Graphically, it is observed that values of energy for different angles in P waves

achieve the highest and lowest values as compared to SV waves. But still, both

acquired the sum of energies as one.

4) We draw the conclusion from numerical results that for all theories of the

thermoelastic model, the influence of the angle of incidence on amplitude and

energy ratio is substantial.

5) The law of incident energy conservation at the interface is guaranteed by the

fact that the total energy ratio of all reflected waves, refracted waves and

involvement between refracted waves reliably ends up being unity. It is noticed

that the sum of the values of 𝐸1 , 𝐸2 , 𝐸11 , 𝐸33 , 𝐸22  and 𝐸𝑅𝑅  energy ratios is

found to be unity at each value θ°, which proves the law of conservation of

energy in the medium considered.

6) The considered problem has applications in astronautics, earthquake

engineering, rocket engineering, and many more engineering areas.
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Here p.v. is calculated having restriction j = 1, 2, 3. 𝑑𝑉𝑗𝐼 ≥ 0 to fulfill the decay requirement in a thermal elastic

medium. 
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Abstract: The power and efficiency of the monocrystalline PV module increase by reducing 

its panel temperature. It depends on the solar irradiance and the operating temperature of the 

PV module. Due to an increase in the operating temperature of the PV module, the efficiency 

decreases. As the temperature rises, the power output of the PV module also decreases. To 

improve the efficiency of the PV module, two different cooling techniques are investigated in 

this paper, i.e., the water channel cooling technique and the water-channel cooling technique 

accompanied with forced convection. In the water-channel cooling technique, copper pipes 

with serpentine and multi-inlet outlet arrangements are utilized at the backside of the mono-

crystalline PV module, and the water is passed through pipes, while in water-channel cooling 

along with forced convection, the copper pipes with serpentine and multi-inlet outlet 

arrangements along with fans are employed. It is observed that the multi-inlet-outlet 

arrangement is more efficient as compared to the serpentine arrangement owing to the better 

heat transfer between the cooling media and the PV module. The experimental results 

demonstrate an increase in power output and efficiency realized through the reduction in 

operating temperature of the PV module and thus improving the open circuit voltage. 

Keywords: mono-crystalline PV module; back surface cooling; photovoltaic system; forced 

convection; solar energy 

1. Introduction

The advent of solar energy has provided the world with a renewable and

sustainable source of energy to address the global energy crisis. Additionally, it is 

providing solutions to the other environmental issues, such as the provision of fresh 

water to the distant regions through solar stills. To directly harness solar energy, solar 

panels are being employed [1–3]. A solar panel is a device that converts solar energy 

into electricity known as a photovoltaic (PV) cell. This process is carried out with the 

help of the photovoltaic effect. The photovoltaic effect converts sunlight into voltage 

or current in a solar cell. In 1839 solar cells were introduced by Edmond Becquerel. 

In PV modules, the building blocks are solar cells, which are commonly known as 

solar panels [4]. 

The photovoltaic effect is such a phenomenon that produces current or voltage in 

a PV cell when exposed to the sun. This effect is applied to solar cells that convert 

sunlight into the desired form. The electric field is formed as a result of the formation 

CITATION 

Ul Haq E, Ali Z, Anwar MT, et al. 

The performance evaluation of 

monocrystalline PV module by using 

water-channel cooling technique with 

forced convection. Thermal Science 

and Engineering. 2025; 8(1): 10925.  

https://doi.org/10.24294/tse10925 

ARTICLE INFO 

Received: 16 December 2024 

Accepted: 25 January 2025 

Available online: 14 February 2025 

COPYRIGHT 

Copyright © 2025 by author(s). 

Thermal Science and Engineering is 

published by EnPress Publisher, 

LLC. This work is licensed under the 

Creative Commons Attribution (CC 

BY) license. 

https://creativecommons.org/licenses/

by/4.0/ 

111 



Thermal Science and Engineering 2025, 8(1), 10925. 

of a p-n interface in the solar cell, as the n-type and p-type semiconductors form solar 

cells. In the p-n junction, an electron from the n-type silicon disperses in the p-type. 

When light is absorbed, free electrons are produced in the form of n, and these free 

electrons travel through the holes (type p). Electrons from the cathode (type n) to the 

anode (type p) generate electrical energy. At present, what is produced in this way is 

a direct current, and with an inverter, it is converted into another variable for home 

use [5]. 

The combination of PV cells is called a photovoltaic module; these PV modules 

form a PV system known as the PV array. Solar panels come in a number of shapes 

and sizes, each with its own set of characteristics that decide how they are used. These 

panels generate 100% renewable electricity for free. There are three main types of 

solar panels, all made of silicon semiconductors, and these are monocrystalline, 

polycrystalline, and amorphous ones. Nowadays, hybrid solar cells are also produced 

on a commercial basis. As far as this experimentation is concerned, only the mono-

crystalline PV module is discussed [6,7]. 

In comparison to other panels, monocrystalline solar panels are more efficient. 

Silicon is used in monocrystalline solar panels. In monocrystalline solar panels, all 

cells are made up of a single crystal. Silicon is adapted into bars and then cut into 

wafers in these solar cells. The electron thus generated got more space to travel; that’s 

why monocrystalline solar panels are more efficient. The efficiency is typically around 

15%–20% for monocrystalline PV cells [8,9]. 

The performance parameters of PV modules are affected by environmental 

factors, geographical factors and the type of PV technology. The major environmental 

factors that affect the efficiency of photovoltaic modules are dust, wind, orientation, 

humidity, rain, and temperature. The major geographical factors that affect the 

efficiency of PV modules are solar intensity, longitude and latitude. Types of PV 

technology have a major effect on the efficiency of PV modules, offering distinct 

values. 

Siecker et al. reviewed different cooling techniques such as floating concentrating 

cooling system, thermal and hybrid PV system cooled by water showering, 

thermoelectric and hybrid PV system cooled by heat submerging, thermal and hybrid 

PV system cooled by enforced water flow, enhancing the performance of panels by 

utilizing PCM, cooling by dipping panel in water, PV module cooled by translucent 

coating, hybrid PV system and thermal system cooled by enforced air flow. They also 

concluded that actual cooling of PV systems improves electrical, thermal, and overall 

efficiency, reducing cell degradation and extending the life of the panels. In terms of 

drawbacks, advantages, and techno-economic and environmental impacts, these 

various cooling techniques are used to address the unpleasant effect of temperature 

[10]. 

Bashir and co-workers reported an experimental analysis to test the efficiency of 

PV modules in the summer months and in the climate of Taxila near Pakistan’s capital. 

Single junction amorphous silicon, monocrystalline silicon, polycrystalline silicon, 

were used in the research study. Using an outdoor testing facility, the study centered 

on measuring module quality, output ratio, and temperature under real operating 

conditions. The calculated findings are comparable to previously reported data from 

the same source during the peak winter month. In general, the monocrystalline module 
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had a high average module reliability, while the amorphous silicon module had a 

higher average output ratio. Furthermore, as the module temperature rises, the 

efficiency and performance ratio of the modules decreases. It was discovered that 

during the summer months, modules have a much higher temperature (about 20 ℃ 

higher) and have a lower efficiency and output ratio than during the peak months. 

From winter to summer, the average air temperature ranged from 18.1 ℃–38.6 ℃ 

[11]. 

In another work, Bashir and his team compared the efficiency of three 

photovoltaic modules, i.e., monocrystalline, polycrystalline, and single-junction 

amorphous silicon PV modules in Taxila, Pakistan. During the winter months, the 

experiment was carried out outside. For each module, the module efficiency, 

performance ratio and power output were determined. The effects of module 

temperature and solar irradiance on these parameters were also studied. Module 

temperature and solar irradiance had a significant influence on module parameters. 

When the irradiance was strong, monocrystalline and polycrystalline modules 

performed well; however, when the irradiance was low, performance dropped 

significantly. Due to its improved light absorption properties, amorphous solar 

modules have performed well in low irradiance conditions, resulting in a higher overall 

output ratio. Monocrystalline PV modules showed higher monthly average module 

performance and were found to be more efficient. With increasing irradiance and 

photovoltaic cell back surface temperature, module efficiency and performance ratio 

decreased. With the rise in module temperature from 22 ℃ to 33 ℃, the average 

module efficiency decreased by around 8.85%, 4.5%, and 26% for c-Si, p-Si, and a-Si 

modules, respectively. The total PR decrement for the c-Si, p-Si, and a-Si modules 

was 5.6%, 4.8%, and 25.8%, respectively [12]. 

Based on the literature review, it is concluded that no study has been carried out 

employing the back-surface cooling technique accompanied with forced convection. 

In this study, the authors present a novel approach utilizing a water-channel cooling 

technique along with forced convection. Two different arrangements of the water 

channel have been used, i.e., serpentine and multi-inlet-outlet arrangements. The 

experiments are carried out in the ambient conditions. The performance of the panels 

is compared with and without the application of back-channel water cooling technique 

and back-channel water channel cooling technique accompanied with forced 

convection. 

2. Materials and methods

Experimental setup 

The tests were carried out in natural conditions on the rooftop of the workshop 

building of COMSATS University Islamabad (Sahiwal Campus), Punjab, Pakistan 

(30.6506° N, 73.1158° E). There were no limitations of shadow from bushes or other 

homes in this area, so it was chosen. Three commercially available 50 W 

monocrystalline PV modules were used in the research study. The modules were 

positioned at an attitude of 45° from the roof. Sahiwal is placed in the northern 

hemisphere, so modules have been faced in the direction of the south [13,14]. 
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The angle of inclination (for winter) = Latitude + 15° (1) 

Angle of inclination (in winter) for Sahiwal = 30.6506° + 15° = 45.6506° (2) 

The back surface cooling technique is the second studied cooling technique for 

the PV modules [15]. The serpentine-shaped and multi-inlet-outlet copper pipes were 

used behind the two PV modules, as depicted in Figure 1. The same experimentation 

was performed on two modules for multi-inlet-outlet following experimentation on 

serpentine-shaped arrangements of PV modules. The copper pipes were fixed tightly 

with the help of timber sticks for maximum touch. Thermal paste was also used to 

make contact between copper pipes for both techniques, as it was necessary for 

maximum conduction of heat. At the back of a panel, a serpentine-shaped copper pipe 

and 3 fans (12 V) were used to see the effects of the collaboration of two techniques; 

the same was utilized for the multi-inlet-outlet technique. Forced convection is 

preferred to avoid uncontrolled and irregular flow of air and leads to an efficiency 

increase of up to 14% [16,17]. 

Figure 1. (a) Serpentine-shaped copper pipes on the back surface of PV module; (b) 

multi-inlet-outlet copper pipes, combined cooling techniques; (c) fans with 

serpentine-shaped copper pipes; and (d) fans with multi-inlet-outlet copper pipes. 

The components and instruments used in the experimentation are sunlight as a 

source of energy, three photovoltaic modules of mono-crystalline type, panel stands, 

water drum, tap water as cooling medium, DC fans, DC battery, wooden sticks, PVC 

pipes, valves, nozzles and water channels of copper pipe (serpentine-shaped and multi-

inlet-outlet). 

Sunlight was used as a natural source of energy, and it is an abundantly available 

source of energy all over the world. Water is used for the free convection. Water flows 

from the back surface cooling channel by gravitational effect, so tap water is used as 

a cooling medium. For lower back-channel cooling of PV modules, serpentine-shaped 

and multi-inlet-outlet copper pipes with a 5/16’’ (8 mm) outer diameter and a wall 
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thickness of 0.417 mm were used. The experimental arrangement is shown in Figure 

2. 

Figure 2. Experimental setup for simple PV modules and modules with cooling 

techniques. 

Three mono-crystalline PV modules of 50 W were installed on the rooftop. One 

module was without any cooling technique for the comparison of results, while a back 

surface cooling channel was placed on the second module. On the third module, the 

back surface cooling channel and DC fans for the forced convection were placed. The 

specifications of the PV module, thermocouple thermometer, PV module analyzer, 

and solar surveyor are provided in Tables 1–4. 

Table 1. Technical specifications of the PV module. 

Module Model BS-M50 

Maximum power voltage (Vmaxp) 17.8 V 

Open circuit voltage (Voc) 21.64 V 

Test conditions (STC) 1000 W/m2, AM 1.5, 25 ℃ 

Maximum power (Pmax) 50 W 

Maximum power current (Imaxp) 2.80 A 

Short circuit current (Isc) 3.32 A 

Tolerance ± 3% 

Maximum fuse rating 8 A 

Maximum system voltage 1000 VDC 

Wind resistance 2400 Pa 

Weight 3.8 kg 

Dimension 635 × 541 × 30 mm 

Application Class A 

Operating Temperature −40 ℃–85 ℃ 
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Table 2. Technical specifications of thermocouple thermometer TYPE-K 

DM6801A+. 

General Specifications 

Display 1/2 digit large LCD, Max. display 1999 

Sampling rate 2.5 times/s 

Over range display “1” or “−1” 

Working environment −10 ℃–50 ℃, relative humidity < 80% 

Store environment −20 ℃–60 ℃, relative humidity < 80% 

Battery 9 V battery 

Size 130 mm (length) × 95 mm (width) × 28 mm (height) 

Weight Approx. 240 g (including battery) 

Accessories Manual, Case, TP01 probe, 9V battery 

Technical Parameters 

Resolution Range Accuracy 

0.1 ℃ −50 ℃ to 199.9 ℃ −50 ℃ to 199.9 ℃ ± (0.3% + 1 ℃) 

0.1 ℉ −50 ℉ to 199.9 ℉ −50 ℉ to 199.9 ℉ ± (0.3% + 1 ℉) 

1 ℃ −50 ℃ to 1300 ℃ 
−50 ℃ to 1000 ℃ ± (0.3% + 2 ℃) 

1000 ℃ to 1300 ℃ ± (0.6% + 2 ℃) 

1 ℉ −50 ℉ to 1999 ℉ 
−50 ℉ to 1000 ℉ ± (0.3% + 2 ℉) 

1000 ℉ to 1999 ℉ ± (0.6% + 2 ℉) 

Table 3. Technical specifications of PROVA 210 A PV module analyzer. 

General Specifications 

Weight: 1160 g/40.9 oz (batteries are included) 

Dimensions: 
257 (Length) × 155 (Width) × 57 (Height) mm, 10.1 inch (Length) 

× 6.1 inch (Width) × 2.2 inch (Height) 

AC-Adaptor: AC 100 V to 240 V Input, DC 15 V/1 to 3 A Output 

Environment Storage: −20 ℃ to 60 ℃, 75% RH 

Environment Operation: 5 ℃ to 50 ℃, 85% RH 

Data logging memory size 100 number of records 

Accessories: 

User manual, AC Adaptor, USB Optical Cable, 3400 mAh 

Lithium Rechargeable Battery, CD Software, Manual Software, 

Carrying Bag, Kelvin Clips, 4 wire connectors. 

Measurement DC Current 

Range Resolution Accuracy 

10 to 12 A 10 mA ±1% ± (1% of Ishort ± 0.09 A) 

0.01 to 10 A 1 mA ±1% ± (1% of Ishort ± 9 mA) 

Simulation DC Current 

Range Resolution Accuracy 

10 to 12 A 10 mA ±1% ± 0.09 A 

0.01 to 10 A 1 mA ±1% ± 9 mA 
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Table 4. Technical and general specifications of Solar Survey 200R. 

General Specification 

Memory Onboard Datasets 5000 (Survey 200R only) 

Dimensions 14.8 × 8 × 3.3 cm/5.8 × 3.2 × 1.3” 

Connectivity 

PC USB download (Free data logger-online available) 

Connections wireless to PV150/PV200/PV210/Solar 

Utility-Pro (range c. 30 m/100 ft.) 

Frequency 433 MHz (Rest of World)/915 MHz (US) 

Auto Power Down Unless in transmit mode (After 2 min) 

Sample Rate 1 to 60 min (user definable) 

Weight 0.25 kg/0.6 lb 

Technical Specifications 

Irradiance 

Resolution 1 W/m2 or 1 Btu/hr-ft2 

Measurement 100 to 1250 W/m2 or 30 to 400 Btu/hr-ft2 

Display 100 to 1500 W/m2 or 30 to 500 Btu/hr-ft2 

Temperature 

Resolution 1° 

Measurement −30 ℃ up to +125 ℃ 

Display −30 ℃ up to +125 ℃ 

Compass Bearing 

Resolution 1° 

Measurement 0° up to 360° 

Display 0° up to 360° 

Inclinometer 

Resolution 1° 

Measurement 0° up to 90° 

Display 0° up to 90° 

3. Results and discussion

As far as the results of the research study are concerned, two readings at 12 PM

and 1 PM are taken into account, keeping in view the fact that maximum irradiance is 

observed for these timings. It has been reported that almost 70% of the power falling 

upon the PV module is transformed into heat; however, the application of the hybrid 

cooling technique led to the increase in the power output [18]. The power output can 

be calculated from the product of output voltage and current. The maximum power 

output of the PV module increased as shown in Figures 3 and 4, as well as efficiency 

also increased as shown in Figures 5 and 6 after the application of the cooling 

technique. At 12 PM the maximum power is 42.78 W (Figure 3) on day 2, and the 

maximum efficiency is 14.84% (Figure 5) on day 6. Similarly, at 1 PM the maximum 

power is 39.1 W (Figure 4) on day 2, and maximum efficiency is 15.76% (Figure 6) 

on day 2. The better performances are attributed to the fact that effective heat transfer 

takes place between the cooling media and the PV module, improving the overall 

performance. 
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Figure 3. Maximum power comparison for multi-inlet-outlet at 12 PM. 

Maximum power is 39.1 W at 1 PM on day 2 as shown in Figure 4. 

Figure 4. Maximum power comparison for multi-inlet-outlet at 1 PM. 

Maximum efficiency is 14.84% at 12 PM on day 6 as shown in Figure 5. 

Figure 5. Efficiency comparison for multi-inlet-outlet at 12 PM. 

Maximum efficiency is 15.76% at 1 PM on day 2 as shown in Figure 6. 
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Figure 6. Efficiency comparison for multi-inlet-outlet at 1 PM. 

The variation in panel temperature and irradiance is depicted in Figures 7–11. It 

can be observed that there was interference of the clouds during the study that led to 

the variation of irradiance and consequently to the change in panel temperatures. It 

can be clearly observed that the application of the cooling technique significantly 

decreased the panel temperatures. The maximum temperature is 44.9 ℃ at 12 PM on 

day 4 as depicted in Figure 7. 

Figure 7. Panel temperature comparison for multi-inlet-outlet at 12 PM. 

The maximum temperature is 43.3 ℃ at 1 PM on day 1 as exhibited in Figure 8. 

119 



Thermal Science and Engineering 2025, 8(1), 10925. 

Figure 8. Panel temperature comparison for multi-inlet-outlet at 1 PM. 

Maximum irradiance is 1092 W/m2 at 12 PM on day 2 as demonstrated in Figure 

9. 

Figure 9. Irradiance comparison for multi-inlet-outlet at 12 PM. 

Maximum irradiance is 896 W/m2 at 1 PM on day 1 as shown in Figure 10. 

Figure 10. Irradiance comparison for multi-inlet-outlet at 1 PM. 
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The variation in the temperature of the panel also causes the change in open 

circuit voltage as depicted in Figures 11 and 12. This can be ascribed to the 

dependence of the properties of semiconductor on the temperature. The rise in 

temperature leads to the higher saturation current which ultimately affects the open 

circuit voltage by reducing it [19]. Maximum open circuit voltage is 20.89 V at 12 PM 

on day 2 as shown in Figure 11. 

Figure 11. Open circuit voltage comparison for multi-inlet-outlet at 12 PM. 

Maximum open circuit voltage is 21.1 V at 1 PM on day 2 as observed in Figure 

12. 

Figure 12. Open circuit voltage comparison for multi-inlet-outlet at 1 PM. 

The same set of parameters is investigated for serpentine arrangement as 

discussed above. The maximum power output of the PV module increased as shown 

in Figures 13 and 14, and efficiency also increased, as shown in Figures 15 and 16, 

owing to the application of the cooling technique. At 12 PM, the maximum power is 

40.09 W on day 3, and maximum efficiency is 14.23% on day 2. Similarly, at 1 PM 
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the maximum power is 35.38 W on day 4 and maximum efficiency is 14.09% on day 

1. Maximum power at 12 PM is 40.09 W on day 3, as shown in Figure 13.

Figure 13. Maximum power comparison for serpentine at 12 PM. 

Maximum power is 35.38 W on day 4 at 1 PM as shown in Figure 14. 

Figure 14. Maximum power comparison for serpentine at 1 PM. 

Maximum efficiency is 14.23% at 12 PM on day 2 as shown in Figure 15. 
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Figure 15. Efficiency comparison for serpentine at 12 PM. 

Maximum efficiency is 14.09% at 1 PM on day 1 as shown in Figure 16. 

Figure 16. Efficiency comparison for serpentine at 1 PM. 

The minimum temperature is 28.8 ℃ at 12 PM on day 3 as demonstrated in 

Figure 17. 

Figure 17. Panel temperature comparison for serpentine at 12 PM. 
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The minimum temperature is 32.3 ℃ at 1 PM on day 1 as depicted in Figure 18. 

Figure 18. Panel temperature comparison for serpentine at 1 PM. 

Maximum irradiance is 1012 W/m2 at 12 PM on day 3 as observed in Figure 19. 

Figure 19. Irradiance comparison for serpentine at 12 PM. 

Maximum irradiance is 882 W/m2 at 1 PM on day 7 as shown in Figure 20. 

Figure 20. Irradiance comparison for serpentine at 1 PM. 
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Maximum open circuit voltage is 21.7 V at 12 PM on day 6 as shown in Figure 

21. 

Figure 21. Open circuit voltage comparison for serpentine at 12 PM. 

Maximum open circuit voltage is 20.92 V at 1 PM on day 1 as depicted in Figure 

22. 

Figure 22. Open circuit voltage comparison for serpentine at 1 PM. 

The nature of the solar irradiance is stochastic and undergoes changes. In this 

backdrop, it is difficult to perform multiple measurements for different arrangements. 

When measurements are performed, uncertainty affects the experimental results. The 

independent parameters for the study include current, solar irradiance, voltage, and 

panel temperature. Different instruments are employed to measure these parameters. 

It can be noticed that the uncertainty values are quite close for each arrangement. This 

is ascribed to the measurements taken by the same instrument. The uncertainty 

analysis is provided in Table 5 for the instruments used in this experimental study. 
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Table 5. Overall average fractional uncertainty. 

Parameter Unit Serpentine Multi Inlet Overall Average Fractional Uncertainty 

Solar Irradiance W/m2 0.001 0.001 0.001 

Panel Temperature C 0.003 0.003 0.003 

Improvement in short circuit current mA 0.055 0.029 0.042 

Improvement in open circuit voltage V 0.022 0.029 0.025 

Improvement in fill factor % 0.411 0.420 0.415 

Improvement in power %W 0.224 0.228 0.226 

4. Conclusion

The effect of temperature increase on the performance of the monocrystalline

photovoltaic module was investigated. Three mono-crystalline PV modules were 

placed on the rooftop workshop, mechanical department, COMSATS Sahiwal, 

Punjab, Pakistan, for 14 consecutive days. Two different techniques, water-channel 

cooling and water-channel cooling along with forced convection, were employed. 

 The results demonstrate that water-channel cooling along with the forced

convection technique exhibited higher maximum output power and efficiency as

compared to simple and water-channel cooling techniques.

 For serpentine shape, the maximum power output of the simple module is 29.71

W, 34.38 W for the water-channel cooling technique, and 37.41 W for the water-

channel cooling technique with forced convection, respectively, is observed on

day 2. This is ascribed to the effectiveness of the combined cooling techniques.

 For the multi-inlet-outlet shape, the maximum power output of the simple module

is 39.51 W, 40.15 W for the water-channel cooling technique, and 42.78 W is

noted for the water-channel cooling technique with forced convection.

 After applying cooling techniques, panel temperature decreases up to 15 ℃, open

circuit voltage increases up to 2 V, and efficiency increases up to 4%–5%. By

comparison, it is concluded that the multi-inlet-outlet water channel cooling

technique is better than the serpentine-shaped water channel cooling technique

because maximum power is obtained by that technique. In the future, the

incorporation of nanoparticles in the cooling media can be investigated.
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Abstract: This study presents a comprehensive two-dimensional numerical analysis of natural 

laminar convection within a square cavity containing two circular heat sources, which simulate 

electric cables generating heat due to Joule heating. This scenario is particularly relevant in 

aeronautics, where excessive heating of electrical installations can lead to significant material 

and human safety risks. The primary objective of this research is to identify the optimal spacing 

between the two heat sources to mitigate the risk of overheating and ensure the safe operation 

of the electrical installation. To achieve this, various configurations were analyzed by adjusting 

the distance between the heat sources while also varying the Rayleigh number across a range 

from 103 to 106. The governing equations for the fluid flow and heat transfer were solved using 

a FORTRAN-based numerical code employing the finite volume method. The results indicate 

that the heat transfer characteristics within the cavity are significantly influenced by both the 

distance between the heat sources and the Rayleigh number. The analysis revealed that the 

average Nusselt number (Nuavg) peaked at a value of 14.69 when the distance between the heat 

sources was set at 0.7 units and the Rayleigh number was at 106. This finding suggests that 

maintaining this specific spacing between the electrical cables can optimize heat dissipation 

and enhance the safety of the installation. In conclusion, the study recommends adopting a 

spacing of 0.7 units between the electrical cables to ensure optimal thermal performance and 

minimize the risk of overheating, thereby safeguarding both the materials and personnel 

involved in aeronautical operations. 

Keywords: natural convection; heat source; optimal distance; finite volume; joule effect; 

electrical installation 

1. Introduction

The importance of this work lies in the vast use of relatively simple form

obstacles, square, for example in industrial applications. Many scientific works have 

been published to analyze the phenomenon of cooling electronic and/or electrical 

components using convection in its three forms. Among these published works, we 

quote : 

Ortega and Moffat [1] performed natural convection experiments on cooling 

blocks simulating electronic components. The blocks are mounted on one of two 

parallel and vertical walls (80 blocks arranged in an arrangement of 8 columns and 10 

rows). 

Patnana et al. [2] numerically simulated the incompressible flows of non-

Newtonian fluids around a circular cylinder in an unsteady regime, the work was 

established with the commercial code (Fluent), and the Reynolds number varies 

between 40 ≤ Re ≤ 140, the power index 0.4 ≤ n ≤ 1.8, the Prandtl number 1 ≤ Pr ≤ 
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100. The results show that thinning fluids enhance the increase in heat transfer against

obstacle-thickening fluids. Also, the increase in the fluid power index generates many 

more vortices, on the other hand, the size of the vortices decreases with the increase 

in the Reynolds number. 

Chandra and Chhabra [3] carried out a numerical simulation study of the 

incompressible flow around a semi-circular and unconfined cylinder. The study 

touches on the hydrodynamic and thermal spirit. They determined values called 

Reynolds numbers, critical for the appearance of vortices behind the obstacle. In 

conclusion, this study suggests the evolution of the drag coefficient with respect to the 

variation of Reynolds numbers. 

Kumar and Dhiman [4] conducted a numerical study for Reynolds numbers 1 ≤ 

Re ≤ 100, Richardson 0 ≤ Ri ≤ 1, and blocking rates 10% ≤ β ≤ 50%, the mixed 

convection of a heated cylinder square arranged in a vertical channel. Air was taken 

as the driving fluid. The authors observed a transition from a stable flow regime to a 

periodic flow regime at different Richardson numbers (Ri) and Reynolds numbers 

(Re), (for a Ri = 0, at Re = 35, 65, 74 and 62), (Ri = −0.5, at Re = 12, 39, 48 and 54), 

and (Ri = −1, at Re = 9, 30, 39 and 50) for a blocking ratio β = 10%, 25%, 30% and 

50%, respectively. The onset of the flow separation is also determined. Finally, the 

authors determined correlations for the Strouhal number, for the drag coefficient, and 

for the heat transfer coefficient. Laidoudi and Bouzit [5] conducted a numerical study 

using the commercial code ANSYS CFX to examine the effects of thermal buoyancy 

on the thermohydrodynamic characteristics of an incompressible Poiseuille flow 

around symmetrically confined and asymmetrically immersed cylinders. Numerical 

results were presented and discussed for the following condition ranges: 10 ≤ Re ≤ 40, 

Richardson number 0 ≤ Ri ≤ 4, and the eccentricity factor 0 ≤ ε ≤ 0.7 for a Prandtl 

number Pr = 1 and a blocking rate B = 20%. 

Amieur and Amieur [6] investigate the complex interactions between fluid flow 

and thermal dynamics when a laminar flow encounters a fixed obstacle. Using the 

finite element method (FEM), the research focuses on how various geometric 

parameters of the obstacle, specifically its height and shape (rectangular, triangular, or 

half-cylindrical) affect the thermo-hydrodynamic behavior of the flow. The results 

indicate that the flow structure is significantly influenced by the size and shape of the 

turbulator. Specifically, the presence of vortex structures both upstream and 

downstream of the turbulator can be attributed to two main factors: the presence of a 

heat source and the pressure drops caused by the obstruction of the flow. These 

pressure drops are primarily determined by the geometric parameters of the turbulator, 

which affect how the fluid interacts with the obstacles. This interaction leads to 

complex flow patterns that can enhance mixing and heat transfer in various 

applications. 

Chiocca et al. [7] used the finite element method to evaluate the ability of 

different thermal methods used to simulate a gas metal arc welding process pass to 

reproduce the temperature distribution around the weld, which was low; the results 

obtained are compared to experimental measurements. The study showed that in the 

vicinity of the weld bead, very similar thermal behaviors can be obtained with each of 

the methods analyzed. A very good agreement was found when comparing the 

experimental measurements with the numerical simulations. 
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To estimate heat transfer in low-pressure cavities, Alkhalidi et al. [8] used the 

finite volume method to solve the governing equations as well as the temperature jump 

and slip flow boundary conditions for different cavity aspect ratios (H/L) and Rayleigh 

numbers for macro and microfluids. The results show that the heat transfer ratios 

become significant when the Rayleigh number is high and when the aspect ratio is less 

than 5. 

Lan and Jiao [9] numerically simulated the quasi-critical natural convection of 

water in a cylindrical hydrothermal reactor. The results show that natural convection 

is dominated by a large high-speed vortex when the heat flux ratio is less than 1, and 

it is dominated by two independent weak vortices when the heat flux ratio is greater 

than 1. When the temperature approaches the pseudocritical. At this point, the flow 

structure remains qualitatively unchanged, but wall heat transfer is enhanced and fluid 

motion is generally weakened. The study, design, and development of algorithmic 

solutions for the detection of thermal peaks in the case of multiple heat sources 

(number of heat sources greater than “one”) have been carried out. 

Fathi [10] used the methodology of the GDSCAN algorithm (which is a thermal 

scanning algorithm based on GDS (Gradient Detection Sensor) for multiple detection 

of heat sources in integrated circuits). The GDSCAN algorithm provided highly 

accurate temperature estimates with an error margin of no more than 1.5% and an 

optimal sensor network architecture including minimal thermal sensors. 

Faraji et al. [11] considered the natural convection caused by melting in an 

inclined rectangular enclosure filled with a nano-enhanced phase change material, 

analyzing the effect of the insertion of nanoparticles by quantifying their contribution 

to the transfer of global heat. The case is heated from below using a protruding heat 

source (microprocessor) generating heat at a constant and uniform volumetric flow 

rate and mounted on a substrate (motherboard). All walls are considered adiabatic. 

The results obtained show that the insertion of nanoparticles has a significant 

quantitative effect on the overall heat transfer. They also show that the insertion of 

metal nanoparticles of different concentrations affects the thermal behavior of the heat 

sink, which contributes to the efficient cooling of the heat source. 

In an analysis, Hussain et al. [12] explored the stagnation point of the Jeffery 

liquid flow on an expandable cylinder. The Cattaneo-Christov model with double 

stratification, heat source and thermal relaxation was used to study heat and mass 

transfer. The results of the study show that higher values of the ratio parameter reduce 

the magnitude of the drag coefficient, while an opposite trend is noted for a higher 

Deborah number in terms of delay time and curvature of the drag parameter. 

Vinodkumar Reddy et al. [13] carried out an exploration study of the convective 

flow of the MHD stagnation point of Casson nanofluid on a stretching sheet in a porous 

medium with higher order chemical reactions and multiple slips. Thermal transmission 

was examined in the presence of radiation, Joule heating, viscous dissipation and heat 

source. The results show that increasing the values of Joule radiation and heating 

parameters, as well as the Eckert number, leads to an increase in temperature. 

Benouis Fatima Zohra [14] Improving the cooling of electronic components in 

critical environments was considered through detailed simulations. The results 

provided that the introduction of fins into the cooling system allows a significant 

improvement in heat transfer, thus contributing to better dissipation of heat generated 
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by electronic components. Additionally, the analyses revealed that a few fin 

configurations, such as flat plate fins and pin fins, offer distinct advantages in terms 

of cooling efficiency and power consumption. Flat plate fins have been shown to be 

effective in optimizing heat transfer under certain conditions, while pin fins have 

demonstrated the ability to reduce energy consumption due to their innovative design. 

Paving the way for more efficient and durable cooling solutions for electronic 

components in modern IT environments. 

Our work aims to study natural laminar convection in a square cavity containing 

two circular heat sources heated by the Joule effect and modeling two electrical cables. 

The discoveries may affect several sectors and applications, in particular the 

aeronautical sector (subject of the study), industrial and domestic electrical 

installations. The main objective will therefore be to find the optimal distance between 

the heat sources and which must be respected to avoid excessive heating which could 

damage the installation and cause material and human damage. 

2. Materials and methods

2.1. Physical model and boundary conditions 

The physical model studied (see Figure 1) is a square cavity with isothermal side 

walls H, containing two heat sources of circular shape and diameter D = 0.1H, the 

distance between the sources is to model two electrical cables in which passes an 

electric current producing a release of heat by the Joule effect (Table 1). 

Figure 1. Physical model. 

Table 1. Boundary conditions. 

Wall Speed Temperature 

All walls u = v = 0 T = Tc 
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The aim is to determine the optimum distance between the two heat sources to 

avoid excessive heating of the installation. For this we vary the dimensionless distance 

between the sources d = 0.4H, 0.5H, 0.6H and 0.7H and this for different values of the 

Rayleigh number Ra = 103, 104, 105,106. 

2.2. Mathematical formulation 

To establish a simple mathematical model for the physical problem, we made 

assumptions to facilitate its solution, namely: 

• The fluid is Newtonian and incompressible.

• The medium is continuous.

• The flow is two-dimensional.

• The diet is laminar.

• The viscous dissipation is negligible (μΦ = 0).

• The Boussinesq approximation is validated everywhere.

• The cables are not insulated.

• The magnetic field is negligible

Equation of continuity 

(
∂𝑢

∂𝑥
+

∂𝑣

∂𝑦
) = 0 (1) 

Momentum equation along the x axis 

𝜌 (𝑢
∂𝑢

∂𝑥
+ v

∂𝑢

∂𝑦
) = −

∂𝑝

∂𝑥
+ µ [

∂²𝑢

∂𝑥²
+

∂²𝑢

∂𝑦²
] (2) 

Momentum equation along the y axis 

𝜌 (𝑢
∂𝑣

∂𝑥
+ v

∂𝑣

∂𝑦
) = −

∂𝑝

∂𝑦
+ µ [

∂²𝑣

∂𝑥²
+

∂²𝑣

∂𝑦²
] + 𝑔𝛽(𝑇 − 𝑇0) (3) 

Energy equation 

𝑢
∂𝑇

∂𝑥
+ 𝑣

∂𝑇

∂𝑦
=

𝜆

𝜌𝐶𝑃
[
∂²𝑇

∂𝑥²
+

∂²𝑇

∂𝑦²
] (4) 

2.2.1. Dimensional equations 

The dimensionless form is used to find general solutions to physical problems 

independently of measurement systems. It also simplifies the resolution of equation 

systems and reduces physical parameters. To display the control parameters of the 

problem studied, it is necessary to introduce reference quantities. 

Reference quantities: 

𝑥∗ =
𝑥

𝐿ref
, 𝑦∗ =

𝑦

𝐿ref
, 𝑡∗ =

𝑡𝑉𝑟

𝐿ref
, 𝑢∗ =

𝑢

𝑉ref
, 

υ∗ =
𝑣

𝑉ref
, 𝑝∗ =

𝑝

𝜌𝑉ref
2 , 𝑇∗ =

𝑇 − 𝑇∞

∆𝑇
, 𝑡∗ =

𝑡

𝑡ref
, 
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with: 𝑢ref = √𝑔𝛽∆TH : reference speed, 𝑇ref =
𝑇ℎ−𝑇𝑐

2
: reference temperature, pref =

ρu2: reference pressure, tref =
H

√gβ∆TH
: reference time 

2.2.2. Dimensionless equations 

Equation of continuity 

∂(𝑢∗)

∂𝑥∗
+

∂(𝑣∗)

∂𝑦∗
= 0 (5) 

Momentum equation along the x axis 

𝑢∗
∂𝑢∗

∂𝑥∗
+ 𝑣∗

∂𝑢∗

∂𝑦∗
= −

∂𝑝 ∗

∂𝑥∗
+ √

Pr

Ra
[
𝜕²𝑢∗

∂𝑥∗²
+

∂²𝑢∗

∂𝑦∗²
] (6) 

Momentum equation along the y axis 

𝑢∗
∂𝑣∗

∂𝑥∗
+ v∗

∂𝑣∗

∂𝑦∗
= −

∂𝑝 ∗

∂𝑦∗
+ √

Pr

Ra
[
∂2𝑣∗

∂𝑥∗2 +
∂2𝑣∗

∂𝑦∗2] + Pr. Ra. ∆T (7) 

Energy equation 

𝑢∗
∂𝑇∗

∂𝑥∗
+ 𝑣∗

∂𝑇∗

∂𝑦∗
=

1

√Pr. Ra
[
∂²𝑇∗

∂𝑥∗²
+

∂²𝑇∗

∂𝑦∗²
] (8) 

With: Pr = cpµ/λf Prandtl number, Ra =  𝜌𝑔𝛽∆TH3/𝜇2 Rayleigh number, ΔT =

Th − Tc: difference between hot and cold temperature. 

3. Results and discussion

3.1. Hydrodynamic field 

The Figure 2a,b,e,f, Figure 3a,b,e,f, Figure 4a,b,e,f, and Figure 5a,b,e,f show 

the appearance of the streamlines as a function of the variation of the distance between 

heat sources and the variation of the Rayleigh number. From the Figure 5a,b,e,f which 

shows the evolution of the stream lines as a function of the Rayleigh number for a 

distance between heat sources d = 0.7, the flow field remain symmetrical with respect 

to the vertical axis of the cavity for any Rayleigh value. It can be seen that for Ra = 

106, our flow field is essentially formed by four main cells of opposite direction two 

by two at the top of the cavity thus favoring the convective heat transfer in the cavity. 

Figure 2a,b,e,f shows the evolution of the streamlines as a function of the Rayleigh 

number for d = 0.4 our flow field is symmetrical with respect to the diagonal of the 

cavity. Notice for Ra = 105 that the flow field starts to lose its symmetry, with the cell 

rise from bottom right upward, giving rise to two small fluid recirculation cells near 

the right source with vortex formation at the upper corner of the cavity. 
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 2. (a) Streamlines; (c) isotherms, Ra = 103; (b) Streamlines; (d) isotherms, Ra = 104; (e) Streamlines (g) 

isotherms, Ra = 105; (f) Streamlines; (h) isotherms, Ra = 106 (d = 0.4). 
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 3. (a) Streamlines; (c) isotherms, Ra = 103; (b) Streamlines; (d) isotherms, Ra = 104; (e) Streamlines (g) 

isotherms, Ra = 105; (f) Streamlines; (h) isotherms, Ra = 106; (d = 0.5). 
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 4. (a) Streamlines; (c) isotherms, Ra = 103; (b) Streamlines; (d) isotherms, Ra = 104; (e) Streamlines (g) 

isotherms, Ra = 105; (f) Streamlines; (h) isotherms, Ra = 106; (d = 0.6). 
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 5. (a) Streamlines; (c) isotherms, Ra = 103; (b) Streamlines; (d) isotherms, Ra = 104; (e) Streamlines (g) 

isotherms, Ra = 105; (f) Streamlines; (h) isotherms, Ra = 106; (d = 0.7). 
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3.2. Thermal field 

From Figure 5c,d,g,h, which shows the contours of the isotherms for a distance 

separating the two heat sources equal to 0.7, it can be seen that for a Rayleigh value 

equal to 106 that the hottest zone is located around the sources of heat. Air 

recirculation results in the formation of the high-temperature zones of curvilinear 

shape which is oriented towards the upper corners and the central part above the two 

sources. It is also observed that the entire area below the two heat sources is a cold or 

“dead” zone. It is therefore a question of an acceleration of the natural convection 

mechanism. The lightest layers, i.e., the least dense ones, the warmer ones are dragged 

upwards due to the force of gravity. These same layers cool along the walls of the 

enclosure which is colder than the heat sources. 

Influence of the rayleigh number (Ra) 

a) d = 0.4, 0.5

The Figure 2c,d,g,h, Figure 3c,d,g,h, Figure 4c,d,g,h, and Figure 5c,d,g,h 

shows the appearance of the isotherms as a function of the variation of the distance 

heat sources and the Rayleigh number. which show the contours of the isotherms for 

a distance separating the two heat sources equal to 0.4 and 0.5 respectively in 

horizontal position and for different Rayleigh values, we see that for Ra = 103 and Ra 

= 104 the isotherm lines are tight in the vicinity of the two sources and they move away 

from the walls of the cavity and this is essentially due to the fact that the highest 

temperatures are find heat sources nearby, which indicates the heat exchange in the 

cavity is in a conductive state. For Rayleigh values equal to 105 and 106 we see that 

the hottest zone is located around the heat sources. Air recirculations result in the 

formation of a high temperature zone with a curvilinear shape. We also observe that 

the entire area located below the two heat sources is a cold or “dead” zone. This is 

indeed the mechanism of natural convection. The lightest layers, i.e., the least dense, 

i.e., the warmest, are pulled upwards due to the force of gravity. These same layers

cool along the walls of the enclosure which is lower than that of the sources, that is to 

say colder. As they cool, they become heavier, but they still remain a little lighter than 

the lower layers located below the sources which remain cold. 

b) d = 0.6, 0.7

According to Figure 4c,d,g,h and Figure 5c,d,g,h which show the contours of 

the isotherms for a distance separating the two heat sources equal to 0.6, and 0.7 

respectively in horizontal position and for different values of Rayleigh we can see that 

for Ra = 103 and Ra = 104 the same phenomenon as for the previous cases (d = 0.4 and 

0.5). For Rayleigh values equal to 105 and 106 we see that the hottest zone is located 

around the heat sources. The air recirculations lead to the formation of high-

temperature zones with a curvilinear shape which is oriented towards the upper corners 

and the central part above the two sources. We also observe that the entire area located 

below the two heat sources is a cold or “dead” zone. It is therefore an acceleration of 

the natural convection mechanism. The lightest layers, i.e., the least dense, i.e., the 

warmest, are pulled upwards due to the force of gravity. These same layers cool along 

the walls of the enclosure which is lower than that of the sources, that is to say colder. 

As they cool, they become heavier, but they still remain a little lighter than the lower 

layers located below the sources which remain cold. 
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4. Maximum stream function (𝝍max)

Which describes the movement of particles according to their displacement,

speed and acceleration without taking into consideration the original forces of this 

movement. The stream function (𝜓) is calculated as follows: 

𝑢 =
𝜕𝜓

𝜕𝑦
𝑒𝑡 𝑣 = −

𝜕𝜓

𝜕𝑥
. 

Figure 6 illustrates the appearance of the maximum stream function as a function 

of the variation of the distance and the Rayleigh number. According to this figure we 

notice that for values of Ra between 103 and 104 the stream function takes a small and 

almost constant maximum value regardless of the distance between the heat sources, 

which indicates that the heat transfer in the cavity is more conductive than convective. 

While for Rayleigh greater than 105 and especially for the value of 106, Ψmax takes its 

maximum value for a distance separating the sources equal to 0.7. We conclude that 

the heat transfer rate in this case is maximum. 

Figure 6. Variation of maximum stream function (Ψmax) for different values of the 

distance between heat sources. 

So, for low values of the Rayleigh number, we can conclude that the heat transfer 

to the cavity is ensured by conduction, something which does not favor the cooling of 

the heat sources (cables) and therefore can create a risk for our installation and 

consequently material and human damage. For values of the Rayleigh number greater 

than 104 and more particularly values 105 and 106, we see that the heat transfer is 

convective, this facilitates the flow of hot air surrounding the heat sources and 

consequently cools the internal environment of the cavity which avoids all risks that 

could damage our installation. 

5. Heat transfer rate

The rate of heat transfer by convection in an enclosure is obtained from the

calculation of the Nusselt number, which is a dimensionless number, it represents the 

ratio between the heat flow exchanged by convection to that by conduction. It is 
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defined as follows: 𝑁𝑢 =
ℎ𝐿

𝜆
 , with: 

h: heat transfer coefficient (W·m−2·K−1) 

L: characteristic length (m) 

λ: thermal conductivity (W·m−1·K−1) 

The average Nusselt number is defined as: 

𝑁𝑢 =
1

𝐿
∫ 𝑁𝑢𝑑𝑥

𝐿

0
. 

5.1. Influence of the distance between heat sources (d) 

Figure 7. Variation of average nusselt number (NuAvg) for different values of the 

distance between heat sources. 

According to the Figure 7, which shows the evolution of the average Nusselt 

number as a function of the distance between the sources in the case where the two 

sources are, we see that for values of d = 0.4 and d = 0.6, there is a slight increase in 

the average Nusselt number by increasing the Rayleigh number (from 103 to 106), this 

means that the heat transfer improves slightly by moving the sources away from each 

other and by increasing the Rayleigh value. For d = 0.7 we notice that the average 

Nusselt number reaches a maximum value for Ra = 106, which implies that convection 

is favored in this case. 

5.2. Influence of the rayleigh number (Ra) 

From the Figure 8, which shows the evolution of the average Nusselt number as 

a function of the Rayleigh number for each position of the two sources, we see that for 

Rayleigh values lower than 105, there is a slight decrease in the latter by increasing the 

distance between the sources (from 0.4 to 0.7), which implies that the heat transfer is 

not affected by these Rayleigh values. From Ra = 106 we notice a clear increase in 

average Nusselt as a function of the distance between the two heat sources which is 

favored by the increase in Ra. 
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Figure 8. Variation of average nusselt number (NuAvg) versus different values of 

rayleigh number (Ra). 

5.3. Average nusselt number (Nuavg) 

From the Figure 8, which shows us the evolution of the average Nusselt number 

as a function of the position of the heat sources for values of the Rayleigh number 

from 103 and 106, we notice that the average Nusselt value increases as a function of 

the distance between the two heat sources, which means that the heat transfer in the 

cavity improves by increasing the distance between the sources, we can see that the 

average Nusselt number increases slightly for all distances between the two heat 

sources for the number Rayleigh values included between 103 and 104, this is 

completely normal since the heat transfer between the sources of heat and the ambient 

environment is mainly by conduction, we observe a clear evolution of the average 

Nusselt number for the values of the Rayleigh number beyond 104. 

In the case for Ra = 105 and according to the Figure 8, we see that whatever the 

distance between the two heat sources, the Nusselt number takes the same value, that 

is to say that the heat transfer in the cavity is not influenced by the spacing between 

the two heat sources for this value of the Rayleigh number. For Ra = 106, in this case, 

a first observation to make is that for the distance separating the two heat sources heat 

equal to 0.7 the convective heat transfer in the cavity is favored by the strong air 

circulation due essentially to the increase in the Rayleigh number. We also notice that 

the average Nusselt value increases as a function of the distance between the two heat 

sources, which means that the heat transfer in the cavity improves by increasing the 

distance between the sources. 

6. Conclusion

The study presented concerns the numerical simulation of two-dimensional

natural convection in laminar regime, in a square cavity with isothermal walls. The 

cavity in question contains two circular heat sources, simulating two electric cables 

through which an electric current passes which produces heat release by the Joule 

effect. 
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The main objective of this work was the search for the optimal distance between 

the heat sources, which allows a maximum heat transfer to avoid excessive heat 

generation in the cavity. The finite volume method was used to discretize the equations 

governing our steady-state convection flow in steady state, and the SIMPLE algorithm 

was used to solve them. The results obtained show that the heat transfer in the cavity 

is affected mainly by the spacing between the two heat sources and the variation of the 

Rayleigh number (Figure 6). Indeed, for the position of heat sources in the cavity, we 

note the heat transfer in the cavity is maximum (NuAvg = 14.69), for a distance between 

the heat sources equal to 0.7 and a value of Rayleigh 106 (Figure 7). 

In conclusion, we can say that the optimum distance between the two sources of 

heat and which has been the subject of this study is reached in the case where the 

distance between sources is equal to 0.7, which is the optimal distance that can keep 

our installation safe and far from any risk caused by joule effect. 
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Abstract: The intermittent flow cold storage heat exchanger is one of the most important 

components of the pulse tube expansion refrigerator based on the reverse Brayton cycle. In the 

experimental system, the volume and heat transfer of the helical tube play a decisive role in the 

stable operation of the whole experimental system. However, there are few studies on heat 

transfer in a helical tube under helium working medium and intermittent flow conditions. In 

this paper, a process and method for calculating the volume of a helical tube are proposed based 

on the gas vessel dynamics model. Subsequently, a three-dimensional simulation model of the 

helical tube was established to analyze the heat transfer process of cryogenic helium within the 

tube. The simulations revealed that the temperature of helium in the tube decreases to the wall 

temperature and does not change when the helical angle exceeds 720°. Moreover, within the 

mass flow rate range of 1.6 g/s to 3.2 g/s, an increase in the mass flow rate was found to enhance 

the heat transfer performance of the helical tube. This study provides a reference for the 

selection and application of a helical tube under intermittent flow conditions and also 

contributes to the experimental research of inter-wall heat exchanger and pulse tube expansion 

refrigerators. 

Keywords: helical tube; refrigeration; intermittent flow; heat transfer; helium 

1. Introduction

In recent years, cryogenic technology has become more and more important in

many fields, such as electronic superconductivity and large scientific devices. 

However, there is no corresponding refrigeration system that can provide a cooling 

capacity of 10-100W in the liquid helium temperature zone [1]. Because of its 

advantages of high reliability, low vibration, and simple structure, the pulse tube 

expansion refrigerator based on the reverse Brayton cycle is a new type that is expected 

to meet this demand [2,3]. The compressed gas is aspirated, expanded, cooled, and 

vented by an expander controlled by cold valves alternately opened, and then enters 

the heat exchanger to transfer the cold energy [2]. Among them, as one of the core 

components, the inter-wall heat exchanger has a non-negligible effect on the 

performance of the refrigerator. Jia et al. [4] and Sun et al. [5] found through 

calculation and experimental research that especially the efficiency of the wall heat 

exchanger seriously affected the minimum temperature and efficiency of the 

refrigerator. In the corresponding experimental equipment, the helical tube heat 

exchanger is an important structure to provide reliable and stable working conditions. 

Due to the advantages of compact structure, good heat transfer performance, strong 
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pressure capacity, etc., it has been widely used in refrigeration, power generation, and 

other fields [6,7]. More broadly, such intermittent flow operating conditions are 

common in many refrigerators, such as Stirling refrigerators [8], but few relevant 

studies exist [9]. Therefore, it is very vital and universal to study the heat transfer 

performance of a helical tube under intermittent flow conditions. 

Pan et al. [9] numerically simulated the heat transfer and pressure drop of a helical 

tube with a rectangular cross-section under oscillating conditions, proving that it has 

excellent operating performance at high frequency and high speed, so it is more 

suitable for Stirling-type machines. Wang et al. [10] studied the low-temperature heat 

transfer phenomenon of nitrogen flowing in the helical tube under the combined 

influence of pseudo-critical conditions, floating lift, and helical tube curvature, to 

design heat exchangers in liquid air energy storage. The results show that when the 

fluid temperature is lower than the pseudo-critical temperature, the buoyancy effect 

predominates, whereas the centrifugal effect caused by coil curvature predominates in 

the opposite condition. Cha et al. [11] studied helical tube heat exchangers used in 

hydrogen refueling stations and found that they had better heat transfer performance 

than straight tube heat exchangers due to the influence of secondary flow. And when 

the distance between the coils is uniform, the heat transfer will be enhanced.  

However, there are few studies on heat transfer performance and parameter 

analysis of helium working medium in the helical tube, especially in intermittent flow 

conditions. Therefore, based on the experimental system of the key intermittent flow 

wall heat exchanger in the pulse tube refrigerator, this paper calculates the gas storage 

volume of the indispensable helical tube and analyzes the heat transfer simulation of 

the helical angle, mass flow, and other parameters to provide a reference for the 

application of the helical tube in helium heat exchange and intermittent flow 

conditions. 

2. Calculation about the gas storage volume of the helical tube

The experimental system for the intermittent flow cold storage heat exchanger is

shown in Figure 1. The gas pressure, temperature, and mass flow rate in the pipeline 

undergo constant fluctuations over time as a result of the alternating opening and 

closing of solenoid valves a and b.  

During the hot half cycle, with solenoid valve a opened and solenoid valve b 

closed, high-pressure helium enters the end-closed helical tube via solenoid valve a, 

leading to a continuous increase in pressure and temperature. Conversely, in the cold 

half cycle, solenoid valve a is closed while solenoid valve b is opened, causing the gas 

pressure within the helical tube to be released, resulting in a temperature reduction as 

low-pressure helium flows back to the compressor for pressurization. The next cycle 

commences when solenoid valve a is reopened and solenoid valve b is closed, and the 

process repeats. Importantly, to ensure the continuous and stable operation of the cycle 

under various experimental conditions, the selection of the appropriate helical tube is 

crucial. 

In the intermittent flow condition, it is necessary to calculate the gas storage 

volume of the helical tube. The gas container dynamics model was adopted [12,13], 

where the duration of the hot half cycle and the cold half cycle is divided into several 
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phases. When the time interval is small enough, it can be regarded as a steady state in 

each period. In each time, the filling process and venting process are considered 

reversible adiabatic processes, regardless of heat transfer loss. Helium is assumed to 

behave as the ideal gas. The compressor supply gas pressure is denoted as PH, and the 

compressor return gas pressure is denoted as PL. 

Figure 1. The flow chart of the experimental platform for intermittent flow cold storage surface heat exchanger. 

2.1. Venting process 

When venting, solenoid valve b is opened and solenoid valve a is closed. The 

isentropic expansion is assumed to occur during the venting process, represented by 

the process equation: 

𝑝

𝜌𝛾
= C (1) 

where γ is the gas-specific heat ratio, C is a constant. 

Neglecting friction loss and potential energy changes, the mechanical energy 

conservation equation for the compressed gas can be simplified as: 

∫ 𝑣𝑑𝑝 +
𝑢2

2
= 0 (2) 

In summary, the instantaneous velocity of the gas is: 
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𝑢 = √
2𝛾

𝛾 − 1
(𝑝𝑖

𝛾−1
𝛾 − 𝑝𝐿

𝛾−1
𝛾 ) (3) 

where 𝑝𝑖 is the gas pressure at time 𝑡𝑖, Pa.

According to the continuity equation, the mass flow rate at time 𝑡𝑖  can be

obtained: 

𝑞𝑖 = 𝐴𝜌𝑖√
2𝛾

𝛾 − 1
(𝑝𝑖

𝛾−1
𝛾 − 𝑝𝐿

𝛾−1
𝛾 ) (4) 

In the process of venting, the gas density in the helical tube decreases 

continuously. According to the law of conservation of mass and the definition of 

density, the gas density in the helical tube after △t time can be obtained: 

𝜌𝑖+1 = 𝜌𝑖 −
𝑞𝑖

𝑉
𝛥𝑡 (5) 

where 𝛥𝑡 is the time step, s; 𝑞𝑖 is the mass flow rate of the venting process at time 𝑡𝑖,

kg/s; 𝜌i is the gas density at time 𝑡𝑖, kg/m3; 𝑉 is the gas storage volume of the helical

tube, m3. 

Because venting in period is a reversible adiabatic process (Q = 0), the 

temperature equation in the helical tube can be derived using the first law of 

thermodynamics and the relationship between the internal energy and temperature of 

an ideal gas [14,15]: 

∆𝑈 = 𝑄 − ∫ 𝑝𝑑𝑣 (6) 

∆𝑈 = 𝑝∆𝑣 (7) 

∆𝑈 = 𝑐𝑣∆𝑇 (8) 

𝑇𝑖+1 = 𝑇𝑖 −
𝑝𝑖

(𝜌𝑖
2𝑐𝑣)

(𝜌𝑖 − 𝜌𝑖+1) (9) 

where △U is the variation of gas internal energy, J/kg; Q is the exchange heat per 

kilogram of gas, J/kg; Ti is the gas temperature at time 𝑡𝑖, K; 𝑐𝑣 is the constant volume

specific heat capacity of gas, J/(kgK). 

According to the ideal gas equation of state, the gas pressure can be calculated: 

𝑝𝑖+1 = 𝜌𝑖+1𝑅𝑔𝑇𝑖+1 (10) 

where 𝑅𝑔 is the gas constant of helium, J/(kgK).

2.2. Filling process 

When filling, solenoid valve a is opened and solenoid valve b is closed. Similarly, 

assuming the filling process is isentropic compression, the mass flow rate of inflation 

at time 𝑡𝑖:
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𝑞𝑖 = 𝐴𝜌𝐻√
2𝛾

𝛾 − 1
(𝑝𝐻

𝛾−1
𝛾 − 𝑝𝑖

𝛾−1
𝛾 ) (11) 

The gas density in the helical tube after △t time: 

𝜌𝑖+1 = 𝜌𝑖 +
𝑞𝑖

𝑉
𝛥𝑡 (12) 

The gas temperature in the helical tube: 

𝑇𝑖+1 = 𝑇𝑖 +
𝑝𝑖

(𝜌𝑖
2𝑐𝑣)

(𝜌𝑖+1 − 𝜌𝑖) (13) 

The gas pressure in the helical tube: 

𝑝𝑖+1 = 𝜌𝑖+1𝑅𝑔𝑇𝑖+1 (14) 

The calculation process of the gas storage volume of the helical tube is shown in 

Figure 2. It can be seen that the gas storage volume is closely related to the physical 

properties of helium, mass flow rate, and changing temperature and pressure in 

different periods; that is to say, it is more fundamentally affected by the key parameter 

of operating frequency. 

(a) (b) 

Figure 2. Helical tube gas storage volume calculation process: (a) Filling process; (b) venting process. 

2.3. Calculation results 

Given the supply gas pressure in the compressor of 2 MPa and return gas pressure 

of 0.5 MPa, ignoring the flow resistance through the heat exchanger, it is calculated 

that under different solenoid valve diameters, the gas storage volume of the helical 

tube changes with the working frequency of the solenoid valve, as shown in Figure 3. 

As the operating frequency of the solenoid valve increases, the gas storage 

volume required by the helical tube becomes smaller. At the same operating 
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frequency, the larger the diameter of the solenoid valve, the larger the gas storage 

volume required by the helical tube. At the same time, because the inflation process is 

a stable gas supply from a high-pressure gas source, and the pressure in the helical 

tube during the gas release process is decreasing, the average mass flow rate of the 

inflation process is greater than that of the gas release process, so for the helical tube 

with a given gas storage volume, the solenoid valve b should be larger than the valve 

diameter of the solenoid valve a. 

(a) (b) 

Figure 3. Under different solenoid valve diameters, the change of the gas storage volume of the helical tube with the 

working frequency: (a) Filling process; (b) venting process. 

When the diameter of the solenoid value a is 5 mm and the frequency is 4 Hz, the 

gas storage volume of the helical tube is calculated to be 0.0975 L, and the diameter 

of the solenoid valve b is 8.23 mm. 

The variation curve of helium mass flow rate and gas pressure in the helical tube 

with time is shown in Figure 4. The mass flow rate changes steadily from large to 

small to full, while the pressure in the tube increases rapidly and becomes stable. When 

the gas is discharged, the pressure in the tube decreases rapidly, which makes the mass 

flow rate decrease with a larger slope, unlike the high-pressure gas source when the 

gas is charged. Finally, the helical tube presents a dynamic cycle change condition. 
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(a) (b) 

Figure 4. Variation curves of mass flow rate and pressure with time during the filling and venting process: (a) mass 

flow rate; (b) pressure. 

3. Simulation study on heat transfer characteristics of helical tube

3.1. Model and grid 

Modeling of the helical tube was achieved using SolidWorks, based on the 

volume calculations outlined in Section 2.3. The schematic diagram of the helical tube, 

as depicted in Figure 5a, illustrates key dimensions for the model, including a 

diameter (d) of 6 mm, a pitch (H) of 15 mm, a curvature diameter (D) of 250 mm, and 

a total length (L) of 3142.1 mm.  

The polyhedral mesh division method was utilized [16], resulting in a total of 

2,272,600 grids, and the mesh independence was verified. For the flow field capture 

of complex geometry such as helical tubes, the polyhedral mesh partitioning method 

can not only generate high-quality unstructured mesh that can adapt to complex 

geometry and improve the calculation accuracy, but also ensure the simulation has 

high stability and convergence and reduce numerical errors [17]. 

The mesh division of the helical tube inlet is shown in Figure 5b. 

(a)
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(b) 

Figure 5. Geometry and mesh of the numerical model: (a) geometric model; (b) meshing of helical inlet. 

3.2. Boundary conditions and solution methods 

The numerical simulation of the helical tube is carried out by Fluent software 

with specific boundary conditions. The inlet boundary is set as a mass flow inlet with 

a temperature of 82 K, and the outlet boundary is defined as a pressure outlet. 

Additionally, the wall conditions are specified as equal wall temperature and non-slip 

boundary [18], with a temperature of 77 K, a wall thickness of 1 mm, and red copper 

as the wall material. 

The simulation incorporates the helium real gas model of the NIST database for 

physical parameters and employs the RNG k-ε turbulence model [19–21]. RNG k-ε 

model takes into account turbulent anisotropy and vortex flow conditions [22,23], thus 

improving the accuracy of dealing with high turbulence at the end of the cavity [24], 

so it is widely used in the helical tube flow heat transfer model, which corresponds to 

the intermittent flow operating conditions in this paper [25]. 

The governing equations for momentum, energy, turbulent kinetic energy, and 

turbulent dissipation rate are solved using the second-order upwind scheme [26]. The 

mass flow at the inlet and outlet of the helical tube was monitored to ensure the 

convergence of the numerical simulation. 

3.3. Results and analysis 

The temperature contours of the model for various helical angles are shown in 

Figure 6, with all contours indicating the right side as the inner direction of the helical 

tube. 

It can be seen that the fluid near the tube wall is first cooled after the helium 

enters the helical tube. Due to the centrifugal force, the temperature inside the helical 

tube decreases faster. As the helical angle escalates, the fluid temperature at different 

positions in the tube continues to approach, and until the section of 720°, the fluid 

temperature at different locations is basically the same. 

151 



Thermal Science and Engineering 2025, 8(1), 11347. 

 

Figure 6. The contours of temperature at different helical angles. 

Under different mass flow conditions, the variation curve of helium temperature 

with a helical angle is shown in Figure 7, and the variation curve of convective heat 

transfer coefficient with a helical angle is shown in Figure 8. 

It can be seen that the smaller the mass flow rate, the faster the temperature 

reduction rate of helium, because at a lower mass flow rate, the heat exchange required 

to reduce the same temperature decreases so that the temperature can drop faster. 

When the helical angle is greater than 720°, it gradually becomes stable, and there is 

no significant difference in temperature among the three. 

As can be seen from Figure 8, the heat transfer coefficient reaches its maximum 

at the entrance section and then decreases to stable. With the increase of mass flow 

rate, the heat transfer coefficient gradually increases, indicating that increasing mass 

flow rate within a certain range can improve the heat transfer performance of the 

helical tube under the condition that the outlet temperature of the helical tube is almost 

unchanged. 

Figure 7. The variation curves of fluid temperature with helical angle at three 

different mass flows. 
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Figure 8. The variation curves of the convective heat transfer coefficient with helical 

angle at three different mass flows. 

4. Conclusion

The volume of the helical tube in the experimental system of intermittent flow cold 

storage heat exchanger is calculated based on the gas container dynamics model. It is 

observed that the volume of the helical tube decreases as the working frequency of the 

solenoid valve increases. Conversely, the volume of the helical tube increases as the 

diameter of the solenoid valve increases. A three-dimensional numerical model was 

built to investigate the heat transfer characteristics of cryogenic helium in the helical 

tube. The study found that the flow of helium in the helical tube was influenced by 

centrifugal force, resulting in a temperature distribution with a radial gradient. It was 

observed that the temperature inside the helical tube decreased faster. When the helical 

angle exceeded 720°, the temperature of helium throughout the cross-section became 

uniform, reaching its lowest outlet temperature. The helium exhibits a faster rate of 

temperature reduction as the mass flow rate decreases within the range of 1.6 g/s to 

3.2 g/s. Furthermore, increasing the mass flow rate can enhance the heat transfer 

coefficient. It provides a reference for the selection and application of a helical tube 

under intermittent flow conditions. Subsequently, the influence of helical tube 

curvature, section shape, and other parameters and the heat transfer law can be studied. 

Further, verification analysis will be carried out according to more practical and 

specific experimental results.  
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Abstract: A fresh interest has been accorded to metal iodides due to their fascinating 

physicochemical properties such as high ionic conductivity, variable optical properties, and high 

thermal stabilities in making micro and macro devices. Breakthroughs in cathodic preparation and 

metallization of metal iodides revealed new opportunities for using these compounds in various 

fields, especially in energy conversion and materials with luminescent and sensory properties. In 

energy storage metal iodides are being looked at due to their potential to enhance battery 

performance, in optoelectronics the property of the metal iodides is available to create efficient 

LEDs and solar cells. Further, their application in sensing devices, especially in environmental and 

medical monitoring has been quite mentioned due to their response towards environmental changes 

such as heat or light. Nevertheless, some challenges are still in question, including material stability, 

scale-up opportunities, and compatibility with other technologies. This work highlights the 

groundbreaking potential of metal iodide-based nanomaterials, emphasizing their transformative 

role in innovation and their promise for future advancements. 

Keywords: metal iodides; ionic conductivity; optical characteristics; thermal stability; energy 

storage; optoelectronics 

1. Introduction

The technological development of micro and macro devices has increased interest in

metal iodide-based compounds since the materials have properties that fit well across 

multiple applications. Salts of iodide like silver iodide (AgI), copper iodide (CuI), and 

cesium iodide (CsI) are highly conductive ionic materials with good optical transmittance 

and high thermal stability that make them suitable for device applications. These materials 

are useful enablers of miniaturization, as shown in Figure 1, which means that producing 

devices that are smaller and more energy efficient can be done without compromising 

functioning. Flexible aggression and high efficiency coupled with miniaturization of 

components have been critical factors influencing compound adoption in microelectronic 

systems such as sensors, energy storage, and optoelectronic systems. 
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Figure 1. Represent the graphical abstract of this review. 

The synthesis and processing of metal iodides have developed with improved 

fabrication techniques guaranteeing controlled micro- and nanoscale characteristics of the 

resulting materials. For instance, solution processes, Vapor deposition methods, and 

Chemical vapor deposition (CVD) techniques can be used, and each technique provides 

specific benefits depending on the goal of the metal iodide synthesis. These methods help 

specifically in the formation of thin films, nanoparticles, and nanowires which are 

compulsory for the Microfabrication of devices [1]. Furthermore, material science has 

given birth to hybrid forms of metal iodide which when combined with other materials 

such as polymers or graphene, will improve the efficiency and stability of the devices. 

These hybrid systems are especially advantageous in such applications as energy storage, 

where better charge maintenance and faster ion mobility are necessary [2]. 

Specifically, metal iodides are being gradually applied in energy storage, particularly 

in lithium-ion batteries and sodium-ion batteries due to their great potential for enhancing 

battery performance. It mainly concerns the improvement of the charge transport 

throughout the battery thanks to the high ionic conductivity of metal iodides. Also, their 

thermal stability makes it possible to use the batteries safely in diverse circumstances [3]. 

Metal iodides are also being considered for supercapacitors applications in their ability to 

produce electrodes with increased surface areas, and improved charge storage capabilities. 

These enhancements are in line with the developing demands of compact storage that 

harness high power density storage systems for portable electronics, electric vehicles, and 

portable medical equipment [4,5]. 

It is for these reasons that metal iodides have become invaluable their chemical 

structures allow them to glow, and to absorb certain kinds of light. Metal iodides are 

employed in light-emitting diodes (LEDs), laser diodes, and photovoltaic cells where the 

conversion of electrical energy to light, or its converse, is highly effective [6,7]. The ability 
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of the metal iodides to have continual variation in the frequency range of device operation 

also can be beneficial in practically any frequency range making the metal iodides ideal 

for a diverse range of uses, anywhere from simple electronics to medical equipment. 

Furthermore, the cost to realize metal iodide-based optoelectronic devices is significantly 

less than the cost to realize traditional materials like silicon or organics [8,9]. 

There are however several factors that hinder the use of metal iodides in commercial 

devices even though their use has the following benefits: Questions concerning the 

stability and applicability of such materials for long-term and large-scale applications need 

to be answered, especially where the devices are exposed to severe environmental 

conditions or where the devices are to be used continually [4,10]. Moreover, the toxicity 

of some metal iodides is high, and in particular their use in medical and environmental 

concerns like silver iodide. However, the still-growing efforts to develop more stable, 

biocompatible, and scalable metal iodide compounds, and advancement in fabrication 

technology should help address these problems. Metal iodides will become key 

components of next-generation micro and macro devices of higher performance in the 

advancement of the field [11,12]. 

2. Fabrication techniques

Multiple techniques exist for fabricating metal iodide materials allowing experts to

modify their functional properties as well as structural characteristics shown in Figure 2. 

The fabrication process requires two main methods including sol-gel methods and 

hydrothermal synthesis for controlling structure and morphology. The production of thin 

films with left and right distributions depends on the Chemical vapor deposition (CVD) 

and spin coating methods. Efficient production of simple bulk materials happens through 

solution casting in combination with co-precipitation whereas precise material 

composition and thickness control is achieved using electrochemical deposition processes. 

Distinct benefits generated by these methods decide what application methods best suit 

electronics as well as optics and catalysis domains. The integration of these domains 

supports the role of fabrication methods in enhancing today’s technological advancement. 
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Figure 2. Represent the fabrication techniques of metal iodide-based materials. 

2.1. Micro device manufacturing 

Over the last few years, metal iodides have become promising candidates for 

integration into microdevices including sensors, photodetectors, and transistors because 

of their reliably turned electronic and optical attributes. The most significant benefit of 

metal iodides in microfabrication is that their bandgap can be tuned, and as such the 

electronic and optical properties of the material can be controlled. For example, CuI and 

AgI are preferred for high transmittance; a characteristic that is most crucial in 

optoelectronic applications [13]. Spin-coating and thermal evaporation are mostly used to 

incorporate metal iodides into micro-fabricated devices. Organometals can be created by 

depositing thin metal iodides and spin-coating and subsequent annealing provides the 

required morphology and thickness of the film [14]. Thermal evaporation, in contrast, 

provides a way of depositing very high-quality smooth and conformal films of metal 

iodides on different substrates; this is important for the optimization of the devices and 

scalability [15]. 

These fabrication techniques provide high levels of accuracy, and the devices made 

by these techniques are microscale and possess excellent electrical optical, and mechanical 

behaviors. In the course of designing sensors, it is important for the electronic properties 

of metal iodides to be tailored to increase sensitivity to gases, ions, or light [16]. Due to 

their high charge carrier mobility, metal iodides are used also in photodetectors and 

transistors, essential in communication systems and medical diagnostics. These 

microdevices have low defect densities, and by closely controlling the material’s structure 

at the time of fabrication, their performance and reliability are enhanced. Due to the 

growing need for the miniaturization of electronic devices and high efficiency, the 

application of metal iodides will continue to be significant within microelectronics 

necessary for the demands of technologies of the following generations [17,18]. 
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The micro device manufacturing industry establishes precise tiny components to 

work at microscale dimensions. The production process contains several vital 

characteristics involving minimal power consumption together with miniature product 

manufacturing along with superb dimensional standards and very small-sized light-weight 

components. Micro device technologies operate best for applications that require accurate 

small-scale structures thanks to their combined features. Micro device production enables 

the production of intricate components with precise details while using rawest materials. 

The production of uniform precise parts depends on a process that combines micro-milling 

with micro-electromechanical systems fabrication and laser machining and lithography 

methods. The components reach enhanced reliability and performance due to both 

excellent tolerance standards and high-quality surfaces they achieve. Many high-tech 

business operations depend on micro device manufacturing for their functioning. In 

electronics production semiconductor chips and microprocessors emerge from this 

technology while the manufacturing of small dimensional sensors also takes place. 

Medical implants gain useful assistance through microfabrication methods that also 

support precision surgical tools and lab-on-a-chip devices in healthcare applications. 

Aerospace companies enhance flying systems and spacecraft capabilities through weight 

reduction components while working with reduced sizes. Manufacturing of micro devices 

will increase in significance as technology advances because it allows future inventions to 

create performance transformations within industries through effective compact tools. 

Figure 3 illustrates these key characteristics. 

Figure 3. Characteristics of microdevices manufacturing. 

2.2. Macro device manufacturing 

The production of large-scale high-precision durable components relies on multiple 

fabrication procedures which fall under macro device fabrication. The fabrication of 
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macro devices utilizes several techniques including machine operations (milling, turning 

and drilling) as well as injection molding for plastic parts quantity production and casting 

for complex metal form generation along with 3D printing for prototype development and 

specific manufacturing. According to the application different methods such as welding, 

forging and extrusion are employed to transform materials and make them joinable. 

Technical methods get chosen for production based on properties of materials and design 

complexity as well as production volume and cost-efficiency. 

In the macro device generation, metal iodides are mainly used for their high ionic 

conductivity and thermal stability; they are used in solar cells and light-emitting diodes 

(LEDs). In the field of solar energy, the iodides based on hybrid perovskite have become 

more popular, especially for methyl ammonium lead iodide (MAPbI3) owned to record 

high power conversion efficiencies [19]. These materials provide a high charge carrier 

mobility, meaning that efficient charge transport in photovoltaic devices enhances the 

energy conversion potential [20]. These perovskite iodides demonstrate high stability and 

have high process ability coupled with thin-film formation capability that makes them 

favorable as optoelectronic materials for cost-efficient, large-area photovoltaic 

applications [21]. 

In the field of LEDs, metal iodides are prized for their characteristics as they can 

release light in a broad area of the electromagnetic spectrum, which includes visible light 

and infrared. In the case of metal iodides, the high ionic conductivity is most advantageous 

for achieving efficient injection of charges and low energy loss in LED devices [22]. Their 

stability at high operational temperatures also means durability, thus suitable for 

commercial and industrial applications such as lighting. In addition, new hybrid iodide 

materials like perovskite have been well demonstrated to boost the efficiency and 

wavelength of light emission of LEDs. As the studies of the metals iodide-oriented 

materials are being extended prospects of these compounds are expected to become more 

profound in creating high-performance macro-devices, especially in renewable energy and 

optoelectronics [23]. 

Any design or system creation process includes diverse essential components 

according to Figure 4 illustrated below. Project objectives together with boundaries get 

defined first in the development process. The Generic Requirements apply generic 

standard criteria to multiple domains yet Specific Requirements handle project-specific 

demands. Graphical notation represents the system through visual images which the 

Language Specification defines accurately while graphical notation supplies easy 

interpretation of these images. The modeling tools help designers create visual elements 

of system components which align with project objectives through design and 

visualization processes. System accuracy alongside functionality and external readiness 

receives constant refinement through successive improvements during the Refinement 

stage. 
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Figure 4. Represent the schematic scheme of macro manufacturing techniques. 

2.3. Energy devices 

Metal iodide materials as well as perovskites have shown high efficiency in energy 

applications, especially in solar cells and batteries. Concerning solar cells, metal iodide 

perovskites such as MAPbI3 have offered significantly high power conversion efficiencies 

that have all but overshadowed traditional silicon-based photovoltaic solar cells [24]. 

These materials have the advantage of using easily scalable, low-cost deposition 

techniques such as solutions processing, which include spin coating or ink-jetting, and are 

hence preferred for large-scale fabrication. These perovskites have high ionic conductivity, 

whereby charge carrier transport is efficient for energy harvesting applications, and 

tunable optical characteristics for tailoring light absorption efficiency, a key factor in 

improving the efficiency of solar panels. Thus, metal iodide perovskites are identified as 

one of the top materials for future solar devices with further work dedicated to the 

enhancement of perovskite solar cells stability and progress towards big-scale 

manufacturing [14,25]. 

In batteries, the metal iodides are also being studied for use as solid electrolytes, 

because of their high ionic conductivity. Some common metal iodide salts include lithium 

iodide (LiI) and Sodium iodide (NaI), which are incorporated in solid-state batteries as an 

improvement of the use of liquid electrolytes due to the safety and stability offered in the 

application. These solid electrolytes also allow for overcoming several problems of 

lithium-ion batteries, including leakage, corrosion, and flammability. Furthermore, the 

solid-state electrolytes based on metal iodide show high ionic conductivity that is higher 

than 10 µs/cm allowing for a higher rate capability which increases the rate of charge and 

discharge of batteries [26]. Their application in next-generation energy storage materials 

is already under investigation for practical use in solid-state batteries and supercapacitors 

promising a new generation of batteries that may boast high energy densities, long cycle 

life, and improved operational safety [27]. 
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Metal iodide nanomaterials have many uses in energy devices because of their 

properties such as high ionic conductivity, thermal stability, and good optoelectronic 

properties shown in Figure 5. These materials are comprehensively used in solar cells, 

especially in perovskite, as a solar material for in-v solar technologies; and energy 

conversion efficiency. They also demonstrate their importance in batteries by either being 

the solid electrolyte or the cathode in new-generation lithium-ion and sodium-ion systems. 

Moreover, metal iodide nanomaterials help to increase the efficiency of fuel cells and ion 

transport depending on the conditions. These components when incorporated into 

supercapacitors enhance the capacity of charge storage and in LED, they are crucial in 

developing energy-efficient illumination. All these applications support the recognition of 

their importance for the development of new-generation energy solutions. 

Figure 5. Some applications of metal iodide nanomaterials in energy devices. 

2.4. Optoelectronics 

Metal iodides are of great essence in optoelectronics because they exhibit variable 

optical characteristics that enhance light absorption and emission. For example, in light-

emitting diodes (LEDs), metal iodides are intermediates that favor the conversion of 

electrical energy to light. One key advantage of metal iodides is the great control possible 

in the tunability of bandgap to obtain the desired emission wavelength, from [28] displays 

to communication systems. Besides, metal iodides play important roles in designing 

photodetectors that are relevant in areas such as imaging, sensing, telecommunications, 

and other applications. Catchability and stability, and the fact that the metal iodides are 

photosensitive, and can be easily precipitated have placed them among the promising 

materials for the new generation optoelectronic components. For example, infrared and 

ultraviolet photodetectors, such as AgI metal iodides also provide the best performance 

owing to their broad absorption spectra [29]. 
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The electrical and optical properties of metal iodides also render this compound ideal 

for inclusion into other optoelectronic devices such as sunlight-catching cells, lasers, and 

photoelectric sensors. One of the features differentiating these materials is their ability to 

resonate to the various wavelengths of light which is the major reason why they will 

continue to be used across numerous industries including consumer electronics, 

environment monitoring, and even in medical fields [30]. Given the increasing demand 

for more energy-efficient and higher-performing optoelectronic devices, metal iodides are 

predicted to be the essential building block in satisfying the requirements of modern 

technologies within this segment [31]. 

Metal iodide nanomaterials have taken the optoelectronics world by storm with their 

ability to revolutionize new-age device-making by enhancing the performance and 

efficiency of the devices. Thus, they have been widely used in light-emitting diodes 

(LEDs), due to their high brightness, tunable wavelengths, and better energy efficiency. 

In photodetectors, they improve the efficiency by which light is collected and captured 

and the sensitivity which is important for high-speed communications and imaging 

devices. Metal iodides are also at the forefront of lasers with stable and coherent light 

sources for health, productivity, and communication. Furthermore, their incorporation into 

displays offers possibilities for the development of rich, high-resolution, and flexible 

screens in contemporary electronics. Combining scalable data with high performance, 

metal iodides are opening the door to efficient future solutions to optoelectronics, some of 

which are listed below in Figure 6. 

Figure 6. Application of metal iodide in optoelectronics. 

2.5. Sensing technologies 

There is much interest in metal iodides in the field of sensing solutions, especially 

for gases, ions as well as biomolecules. Metal iodides possess distinct characteristics 

including high ionic mobility and chemical stability, and due to these two noble 

characteristics, metal iodides are ideal for use in chemical and biological sensors [32]. For 

instance, metal iodides can be incorporated into electrochemical sensors for measuring 

certain ions or gases or responding selectively to CO2, NH3, or NO2. The flexible nature 

of metal iodides makes them suitable for use within optical sensors, whereby any changes 
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in the absorption or emission of light can be measured to determine the presence of 

different materials [33]. Due to this flexibility, metal iodides are especially sought after 

for uses in environmental sensing, clinical detection, and even for industrial uses [34]. 

Nanoscale metal iodide has recently become the subject of great interest due to its 

potential applications in sensing systems because of its ability to respond quickly, 

selectively, and electronically. These materials are widely employed in chemical sensors 

owing to their high electrical conductivity and surface activity that allows analyzing 

oxygen, nitrogen dioxide, and ammonia, for example. Metal iodides are involved in the 

analysis of biomolecules and, due to this ability, biosensors are used in medicine for the 

detection of glucose, DNA, and proteins. Moreover, they find use in the optical sensors 

for exploiting their ability of photoluminescence, which offers precise and quick response 

to light or alteration in the environment. They assert the potential of MI-based materials 

in the development of state-of-the-art sensing systems for environmental, health, and 

industrial monitoring, some of which are listed in Figure 7. 

Figure 7. Application of metal iodide in sensing technologies. 

Convenient and rapid methods based on metal iodide sensors were designed for the 

identification of biomolecules, glucose, DNA, pathogens, etc. The selective control of size 

and properties of metal iodides means that it is possible to engineer the affinity between 

the sensor and certain biomolecules which is important in point-of-care diagnostic 

applications [35]. Another advantage of the selected metal iodides is that they are 

relatively stable under different working conditions thus the sensors can work for a long 

time hence suitability for practical use. The development of higher demand for precise, 

transportable, and non-lethal sensing systems will be defined by the new use and 

incorporation of Metal iodides into these apps in the areas of human health and 

environmental control [36]. 

3. Challenges and future directions

The prospects for using metal iodide-based materials in devices appear solid yet the

path to full practical implementation requires resolution of various vital technical 
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obstacles. Environmental stability issues represent the primary technical challenge to 

adopting metal iodides in practical applications. The chemical decomposition of multiple 

metal iodide compounds begins immediately after they come into contact with moisture 

and experience both oxygen exposure and light exposure especially when lead compounds 

form their base. Device longevity together with operational performance decreases when 

targeted devices are exposed to exterior usage conditions or need strong reliability 

guarantees [37]. A variety of solutions are currently studied by researchers to enhance 

resistivity in metal iodide-based materials. Protective layers composed of metal oxides 

polymers and hydrophobic act as blocking elements which guard metal iodides against 

water and oxygen to increase operational timespan. The combination of dopants along 

with environmental-friendly elements in alloyed form stabilizes materials against 

environmental degradation. Switching lead substances with tin or bismuth produces 

material enhancement. The creation of nanostructured core-shell nanoparticles and 

layered heterostructures provides two layers of protection against destructive agents and 

improves mechanical strength and provides chemical stability. Thin protective layers 

made from graphene materials and atomic layer deposition (ALD)-grown oxides form 

exceptional barriers to block oxygen and moisture from entering the system. 

Producing top-quality metal iodide films and nanomaterials encounters crucial 

challenges during the process of creating large-scale uniform products at cost-effective 

levels [32]. Current research involves multiple optimization methods for fabrication to 

address this manufacturing difficulty. The production of uniform metal iodide films on a 

large scale becomes feasible through continuous roll-to-roll processing since it enables 

creation of consistent large areas alongside high-quality devices. Flexible electronics 

together with extensive area solutions benefit from low-cost solution processing methods 

through spin coating and dip coating and inkjet printing for scalable fabrication. The film 

thickness control along with compositional accuracy can be achieved through vapor 

deposition methods which include both chemical vapor deposition (CVD) and physical 

vapor deposition (PVD). 

When metal iodides are used for electronic applications, their environmental safety 

becomes challenging due to lead-containing substances that affect stability and scalability. 

Lead’s dangerous nature poses critical challenges for waste management operations 

because it puts the environment at severe risk [38]. Tin-based and bismuth-based and 

antimony-based iodides stand as research-based material alternatives for electronic 

applications because they match optoelectronic properties while reducing environmental 

harm during application. The production process becomes environmentally beneficial by 

incorporating environmentally friendly solvents and reducing agents with alternative 

synthesis techniques. Waste device material recovery through solvent extraction methods 

together with mechanical recycling and thermal recovery allows researchers to minimize 

environmental hazards along with lower waste output. Achieving sustainable material 

development requires combining environmental regulations with lifecycle assessment 

testing to make the process possible. 
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Research by multiple fields of science stands as a fundamental requirement to convert 

metal iodide-based materials suitable for future applications while addressing their 

existing obstacles. The modern materials will transition from experimental materials to 

practical components in healthcare systems and aerospace technology and renewable 

energy generation when properly scaled manufacturing takes place alongside 

environmental improvement efforts and stability enhancements [39,40]. 

4. Conclusion

Due to the specific properties of metal iodide-based materials, they play a major role

in the advancement of micro and macro techniques making a notable contribution to many 

fields. Because of their high ionic conductivity tunable optical properties and high thermal 

stability, researchers have employed them in energy devices, Optoelectronics, and sensing 

devices proving their applicability. These materials are further expected to assume even a 

larger role in the design of newer devices as research goes on, in areas such as renewable 

energy, health care, and communication. Nevertheless, the future of metal iodides depends 

on ongoing research and development improvements in material synthesis, integrating 

these materials into devices, and scaling up their production. In addition, care for 

environmental issues for instance through the use of environmentally friendly processing 

and disposal will form part of their sustainable use. The metal iodides will most 

undoubtedly be a significant component in the future of numerous present-day 

technologies as James has fully focused on overcoming all the challenges noting that 

efficiency with a characteristic of environmental friendliness of a material is the key focus. 

Conflict of interest: The authors declare no conflict of interest. 
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