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Article 
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viscous dissipation and activation energy 
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Abstract: This study delves into the complex flow dynamics of magnetized bioconvective 

Ellis nanofluids, highlighting the critical roles of viscous dissipation and activation energy. 

By employing a MATLAB solver to tackle the boundary value problem, the research offers a 

thorough exploration of how these factors, along with oxytactic microorganism’s mobility, 

shape fluid behavior in magnetized systems. Our findings demonstrate that an increase in the 

magnetization factor (𝑀)  leads to a decrease in both velocity and temperature due to 

enhanced interparticle resistance from the Lorentz force. Additionally, streamline analysis 

reveals that higher mixed convection parameters (ℵ)  intensify flow concentration near 

surfaces, while increased slip parameters reduce shear stress and boundary layer thickness. 

Although isotherm analysis shows that higher Ellis fluid parameters enhance heat conduction, 

with greater porosity values promoting efficient thermal dissipation. These insights 

significantly advance our understanding of nanofluid dynamics, with promising implications 

for bioengineering and materials science, setting the stage for future research in this field. 

Keywords: Ellis nanofluid; activation energy; darcy-forchheimer; magnetic field; numerical 

scheme 

1. Introduction

Nanotechnology is an area of applied sciences and technology that includes

atomic and molecular-scale manipulation of matter, usually below 100 nanometers. 

So, unlike their macroscale equivalents, these materials have special features because 

of the elevated surface-to-volume ratio and other novel physiochemical properties 

such as solubility, strength, diffusivity, magnetic, thermodynamic, etc. At present, 

various industries use fluids to increase production by increasing/reducing the flow 

of energy to the system. In this regard, nanofluids are of great significance. 

Nanofluids consist of sparse liquid suspensions of nanoparticles. Previous research 

suggests that nanofluids exhibit superior thermophysical properties. Contrasted with 

base fluids such as oil or water, nanofluids exhibit enhanced properties entailing 

thermal characteristics, thermal diffusivity, viscosity, and convective heat transfer 

coefficients. Typically, nanoliquids utilize nanomaterials derived from metals (such 

as Ag, Al, Cu, Fe, Au), non-metals (including carbon nanotubes and graphite), 

metallic oxides (like Al2O3, CuO, TiO2, SiO2, FeO), carbides/nitrides (such as TiC, 

SiC, TiN, SiN, AlNC, AlN), and layered materials (e.g., Al + Al2O3, Cu + C), with 

conventional liquids like water, glycol, and engine oil commonly employed as base 

fluids in the nanofluid formation process. 

The development of nanotechnology has significantly enhanced modern living. 
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Owing to the beneficial use of nanoparticles, we have seen their valuable 

applications span across the disciplines of engineering, chemistry, mechanics, and 

biology. Nanoparticles are employed to enhance cooling in diverse heat exchange 

processes, including metal strip cooling, chemical transformations, automobile 

engines, welding machinery, microwave tubes, nuclear reactions, computing devices, 

and assorted engineering equipment, owing to their enhanced thermal characteristics 

[1]. In another article, Turkyilmazoglu [2] explored the thermal behavior of 

nanofluid flow in a wall jet employing five distinct nanoparticle varieties. He aimed 

to figure out how different nanofluids affect the heat and flow behavior of the wall 

jet. Arafa et al. [3] conducted a study on entropy generation in nanofluid flow with 

changing porosity along complex vertical duct. It has been noted that using 

nanoparticles results in very good improvement. It has been noted that the 

application of nanoparticles results in remarkable improvement. A comparable 

estimated resolution for fully established nanofluid flow is derived in Hussain et al.’s 

paper [4]. For the examination of heat and mass transfer phenomena, a vertical 

conduit with composite permeable medium has been used. A few significant studies 

on nanofluids are mentioned in Abbas et al. [5], Nadeem et al. [6], and Amjad et al.’s 

[7] works. In the comprehensive work, the authors delve into advanced mathematical

approaches for understanding the behavior of nanofluids and complex fluid systems 

[8]. This resource offers critical insights into various fluid dynamic models, 

emphasizing their practical applications in both theoretical and engineering contexts. 

Since the classical Newtonian liquid hypothesis is unable to fully estimate the 

significance of fluid characteristics involving suspended molecules, non-Newtonian 

flow, and heat transfer processes, it has garnered considerable attention. Not only are 

non-Newtonian fluid flows valuable from a technological standpoint, but their 

governing equations also display interesting mathematical properties. The 

physicochemical properties of Newtonian fluids are incredibly complex, and there 

isn’t a single constitutive relation that can be universally applied to all non-

Newtonian fluids. In the articles by Yahya et al. [9], Ahmad et al. [10], Gul et al. 

[11], and Abdal et al. [12], a number of noteworthy studies on these flows have been 

presented. All of the aforementioned studies investigate the dynamics of flow, heat, 

and mass transfer of assorted non-Newtonian fluids through a comprehensive 

literature review. Nevertheless, there has been no endeavor to characterize the flow 

dynamics of magnetized bioconvective Ellis nanofluids while considering the 

ramifications of viscous dissipation and activation energy. The Bingham 

(viscoelastic) and Power law models are generalized by the Ellis model. At elevated 

shear stresses, it demonstrates power-law behavior, transitioning to Newtonian 

characteristics at lower shear forces. The constitutive equation of the Ellis model 

serves as a foundational framework for deducing the constitutive equation of the 

Bingham model. The Ellis fluid model approach is flexible in adjusting viscosity 

rheological data across various non-Newtonian fluids and geometries. Hence, the 

Ellis fluid pattern can be regarded as a fusion of the Bingham, power-law, and 

Newtonian fluid models. It offers a helpful infrastructure for assessing the rheology 

of various biofluids, including blood, chyme, pulmonary mucus, cervical mucus, etc. 

Furthermore, several notable studies have explored the application of the Ellis fluid 

model in plentiful designs for flow analysis [13–16]. 
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Analyzing heat and mass transfer spectacles in fluid flow deformable cylinders 

has attracted significant attention in light of its relevance in engineering and 

industry. Shaheen et al. [17] explored the interaction between Soret and Dufour 

phenomena in the flow of Casson nanofluid around a deformable cylinder, 

considering dynamic properties and integrating Arrhenius activation energy. Hayat et 

al. [18] interrogated magnetohydrodynamic axisymmetric flow characteristics of a 

third-grade fluid adjacent to a stretching cylinder. Also, Grigoriadis et al. [19] 

ventured the MHD flow behavior around a cylindrical object employing the 

Immersed Boundary Method to comprehensively analyze the fluid dynamics. Anuar 

et al. [20] assessed how magnetohydrodynamics (MHD) affected the steady-state (2-

D) mixed convection flow in carbon nanotubes that was caused by a nonlinear

surface. When using carbon nanotubes of both single and multi-wall varieties 

(CNTs), kerosene and water are utilized as the base fluids. Ramesh et al. [21] 

presented a detailed computational analysis on radiative non-Newtonian Carreau 

nanofluid flow in a microchannel under magnetic properties. In an innovative study, 

Mebarek-Oudina et al. [22] explored the role of a quadratic linearly radiating heat 

source with Carreau nanofluid and exponential space-dependence past a cone and a 

wedge, highlighting its implications for medical engineering and renewable energy 

applications. Khan et al. [23] examined nonlinear radiation effects in 

magnetohydrodynamic flow around a cylinder containing chemically reactant 

species by using the shooting technique. 

Understanding the swimming capability of oxytactic microorganisms is vital for 

elucidating various biological characteristics related to bioconvection. The 

dispersion of oxytactic swimming microorganisms in a constricted space is referred 

to as bioconvection. Bioconvection entails convective fluid motion at the nanoscale 

level brought on by the density gradient and the concurrent swimming of motile 

microorganisms. Furthermore, the use of microorganisms in fluid mechanics has 

increased recently in order to enhance heat transport while reducing nanoparticle 

agglomeration. Kuznetsov and Avramenko [24] and Geng and Kuznetsov [25] 

originally scrutinized bioconvection in the existence of nanoparticles. Afterwards, 

the concept of suspending nanoparticles with gyrotactic microorganisms was 

proposed by Kuznetsov [26], using Buongiorno’s principle. Bég et al. [27] conducted 

numerical analysis regarding the bioconvection phenomenon of nanofluid flow 

through porous media. In a detailed study, Mebarek-Oudina et al. [28] investigated 

the hybrid nanofluid magneto-convective flow and the role of porous media in 

contributing to entropy generation. Dharmaiah et al. [29] numerically investigated 

the magnetic dipole effect on a radiative ferromagnetic liquid flowing over a porous 

stretched sheet that provides crucial insights into the interaction between magnetic 

fields and fluid flow dynamics. 

Flow of bioconvection through symmetrical conduit infused with nanoparticles 

was considered by Akbar [30], and a bio-nano-engineering model was presented. 

The impetus of varying magnetic field on a model of blood clotting was also 

investigated by Bhatti et al. [31], employing the Jeffrey fluid model in conjunction 

with nanoparticles and microorganisms. Dharmaiah et al. [32] explored bio-

convection phenomena within a slippery two-phase Maxwell nanofluid as it moves 

past a vertically induced magnetic stretching regime. This analysis is particularly 
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relevant to applications in biotechnology and engineering, where the interactions 

between magnetic fields and fluid dynamics play a crucial role. The magnetized 

laminar flow via a porous medium with non-Darcy flow characteristics of nanofluid 

and gyrotactic microorganisms was observed by Abbas and Palani [33]. The 

extrinsic magnetic effect and bioconvection flow were researched by Chakraborty et 

al. [34] with nanoparticles subjected to convective boundary conditions. Umar et al. 

[35] utilized the shooting technique to examine slip effects on a stretching sheet in

fluid dynamics, considering 3-D Eyring-Powell fluid with activation energy. 

Incorporating the importance of gyrotactic microorganisms and thermal radiation, 

Khan et al. [36] discussed Oldroyd B fluid flow. This study employs a bioconvective 

flow of an Oldroyd-B nanofluid via stretching sheet undergoing oscillations. In the 

analysis of bioconvective electro-magnetohydrodynamics (EMHD) and dissipative 

Williamson nanofluid over a three-dimensional Riga plate, Akolade et al. [37] 

explored the effects of Joule heating in complex fluid flows. This study is pivotal for 

understanding how magnetic fields, heat dissipation, and fluid properties interact, 

particularly in industrial and technological applications. These phenomena are 

associated with several successful studies [38–41]. 

In a novel case study, Hiba et al. [42] conducted a thermal and streamline 

analysis in a grooved enclosure filled with Ag-MgO/water hybrid nanofluid using 

the Galerkin finite element method (FEM). The findings highlighted the potential of 

such nanofluids to enhance heat transfer efficiency in various engineering 

applications. In a significant work, Sharif and Mohammad [43] explored natural 

convection in cavities with constant flux heating at the bottom wall and isothermal 

cooling from the sidewalls. This study provided a comprehensive analysis of the 

thermal and flow patterns within such cavities. Based on the preceding studies, this 

paper aims to explore thermal and mass transfer properties within a steady, 2-

dimensional MHD flow of Ellis nanofluid containing oxytactic microorganisms. The 

impact of thermal radiation, Darcy-Forchheimer, and magnetization via deformable 

cylinder are also covered in this study. The study employs the Buongiorno nanofluid 

model, integrating thermophoresis and Brownian motion phenomena. 

Ellis nanofluid containing oxytactic microorganisms plays a crucial role in 

Thermal Science and Engineering by significantly enhancing heat transfer efficiency 

and thermal management across diverse applications. Its distinctive properties, 

coupled with the dynamic motion of microorganisms, facilitate improved convective 

heat transfer and lower thermal resistance. This advancement aligns with the 

journal’s mission to further knowledge in thermal science, foster sustainable energy 

solutions, and investigate innovative materials that optimize thermal processes in 

engineering systems. 

2. Model analysis

The characteristics of thermo-transfer within a steady, 2-dimensional

magnetohydrodynamic (MHD) flow of Ellis nanofluid containing oxytactic 

microorganisms have been examined. This study also encompasses the impacts of 

magnetization, Darcy-Forchheimer, and radiative heat transfer over a deformable 

cylinder as depicted in Figure 1, subjected to boundary conditions tailored for 
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appropriate transport within the geometry. Consider �̅� and �̅� as the velocity aspects 

along the cylinder’s horizontal (𝑧 − 𝑎𝑥𝑖𝑠) and radial (𝑟 − 𝑎𝑥𝑖𝑠) axes, respectively. 

The cylinder experiences stretching as described by the velocity equation 𝑢𝑤(𝑧̅) =
𝑢𝑜�̅�

𝐿
, where 𝐿 represents the length of the cylinder and 𝑎 is a constant value. A radial 

magnetic field 𝐵𝑜 is imposed. The study employs the Buongiorno nanofluid model,

incorporating Brownian motion and thermophoresis phenomena. Based on these 

considerations, the governing equations for the specified problems are as follows 

[44,45]: 

Figure 1. Visual depiction of the model’s geometry. 
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The boundary conditions of problem typically match the configurations under 

investigation, as stated below: 

�̅� = 𝑅,   �̅� = 0,    �̅� = 𝑢𝑤,   𝑘𝑓

𝜕�̅�

𝜕�̅�
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) +

𝐷𝑇

𝑇∞
(
𝜕�̅�
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) = 0, (6) 
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�̅� → ∞,    �̅� → 0    𝐶̅ → 𝐶∞,    �̅� → 𝑇∞,    �̅� → 𝑁∞

The provided similarity transformations below are employed. 

𝜉 =
𝑟2 − 𝑅2

2𝑅
√

𝑢𝑤

𝑧𝜇𝑓
,   𝑢 = 𝑓′(𝜉)

𝑧𝑢𝑜

𝐿
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𝑅

𝑟
𝑓(𝜉)√

𝑢𝑜𝜇𝑓

𝐿

𝜃(𝜉) =
𝑇∞ − �̅�

𝑇∞ − 𝑇𝑤
,   𝜙(𝜉) =

𝐶∞ − 𝐶̅

𝐶∞ − 𝐶𝑤
,   𝜒(𝜉) =

𝑁∞ − �̅�

𝑁∞ − 𝑁𝑤

(7) 

In Equation (7), 𝜉 signifies the local transformation variable, 𝑓′(𝜉) represents 

the dimensionless velocity function, and 𝜃(𝜉) denotes the non-dimensionalized fluid 

temperature. Moreover, 𝜙(𝜉)  represents the dimensionless volume fraction of 

nanoparticles, while 𝜒(𝜉) represents a motile microorganism lacking dimensional 

attributes. Equation (1) is identically satisfied. After the utilization of the above-

mentioned transformation Equations (2)–(5), we got a subsequent scheme of ODEs. 

𝛼(1 + 2𝛾𝜉)[1 + (2 − 𝛼)(𝛽𝑓′′)𝛼−1]𝑓′′′ + 𝛾[1 + (2 − 𝛼)(𝛽𝑓′′)𝛼−1]𝑓′′ − [((1 + 𝛽𝑓′′)𝛼−1)2]𝑀𝑓′ − [(1

+ 𝛽𝑓′′)𝛼−1]2𝜎1𝑓′ + [(1 + 𝛽𝑓′′)𝛼−1]2[𝑓𝑓′′ − 𝐹𝑟(𝑓′)2 − (𝑓′)2] + ℵ[𝜃 − 𝑁𝑟𝜙 − 𝑁𝑐𝜒]
(8) 

4

3
𝑅𝑑[(1 + (𝜃𝑤 − 1)𝜃)3](1 + 2𝛾𝜉)𝜃′′ + 4𝑅𝑑(𝜃′)2[(1 + (𝜃𝑤 − 1)𝜃)2(𝜃𝑤 − 1)] + 2𝛾𝜃′ + 𝑁𝑏𝜃′𝜙′ + 𝑁𝑡(𝜃′)2

+ 𝑃𝑟𝑓𝜃′ = 0

(9) 

𝜙′′ + 𝑓′𝜙′𝐿𝑒
𝜉

2
+ 𝐿𝑒𝑓𝜙′ +

𝑁𝑡

𝑁𝑏
(𝜃′′ + 𝛾𝜃′) − 𝐿𝑒Ω(1 + Υ∗𝜃)𝑛𝑒𝑥𝑝(

−𝐸

1 + Υ∗𝜃
)𝜙 = 0 (10) 

𝜒′′ + 𝐿𝑏(𝑓𝜒′ + 𝜉𝑓′𝜒) + 𝑃𝑒[𝛿1𝜙′ − (𝛾𝛿1 + 𝜒)𝜙′′] + 𝐿𝑏𝜒′𝜙 = 0 (11) 

The subsequent boundary conditions are provided as: 

When 𝜉 = 0;  𝑓(𝜉) = 0, 𝑓′(𝜉) = 1, 

𝜃′(𝜉) = −𝐵𝑖[1 − 𝜃(𝜉)],   𝜙′(𝜉) +
𝑁𝑡

𝑁𝑏
𝜃′(𝜉) = 0,   𝜒(𝜉) = 1 (12) 

When 𝜉 → 0; 𝑓′(𝜉) → 0, 𝜃(𝜉) → 0, 𝜙(𝜉) → 0, 𝜒(𝜉) → 0. 

Additionally, the dimensionless numbers and parameters within the above 

equations are as follows: 

𝑀 =
𝜎𝑓𝐵𝑜

2𝑧

𝜌𝑓𝑢𝑤
, 𝐹𝑟 =

𝐶𝑏

√𝑘∗
, 𝛾 =

1

𝑅
√

𝐿𝜇𝑓

𝑢𝑜
, 𝑅𝑑 =

4𝜎𝑇∞
3

𝐾∗𝑘𝑓
, 𝛽 = √

𝑢𝑜
3𝑧2𝑟2

2𝜏𝑜
4𝑅2𝐿3𝜇𝑓

, 𝜎1 =
𝑧𝜇𝑓

𝑘∗𝑢𝑤
, 𝐵𝑖 =

ℎ𝑤

𝑘𝜇𝑓
√𝑢𝑜

−1𝜈𝑓 , 𝑃𝑟 =

𝜈𝑓(𝐶𝜌)𝑓

𝑘𝑓
, 𝑁𝑟 =

𝛽𝑐(𝐶∞−𝐶𝑤)(𝜌𝑝−𝜌𝑓)

(1−𝐶∞)(𝑇∞−𝑇𝑤)𝛽𝑡𝜌𝑓
, 𝑁𝑐 =

(𝜌𝑚−𝜌𝑓)𝛾∗(𝑁∞−𝑁𝑤)

(1−𝐶∞)(𝑇∞−𝑇𝑤)𝛽𝑡𝜌𝑓
, 

ℵ =
𝐺𝑟𝑡

𝑅𝑒𝑥
2 , 𝐺𝑟𝑡 =

(1 − 𝐶∞)𝛽𝑡𝑔(𝑇∞ − 𝑇𝑤)𝑧3

2𝜈𝑓
2 , 𝑅𝑒𝑥

2 =
𝑢𝑤(𝑧)

𝜈𝑓
, 𝑁𝑏 =

𝜏𝐷𝐵(𝐶∞ − 𝐶𝑤)

𝜈𝑓
, 𝐸 =

𝐸𝑎

𝐾𝐵𝑇∞

𝑁𝑡 =
𝜏𝐷𝑇(𝑇∞ − 𝑇𝑤)

𝜈𝑓𝑇∞
, 𝜃𝑤 =

𝑇𝑤

𝑇∞
, 𝐿𝑒 =

𝜈𝑓

𝐷𝐵
, Ω =

𝑧𝑘𝑟2𝑟2

𝑢𝑤𝑅2
, 𝐿𝑏 =

𝜇𝑓

𝐷𝑁
, 𝛿1 =

𝑁∞

𝑁∞ − 𝑁𝑤
, Υ∗ =

𝑇∞ − 𝑇𝑤

𝑇∞

(13) 

Here, 𝑀  symbolizes the magnetic term, 𝐹𝑟  is the Forchheimer number, 𝛾

represents the curvature parameter, 𝑅𝑑 indicates the thermal radiation parameter, 𝛽 

signifies the Ellis fluid parameters, 𝜎1 denotes the porosity parameter, 𝐵𝑖 stands for

the thermal Biot number, 𝑃𝑟  signifies the Prandtl number, and 𝑁𝑟  represents the

buoyancy force parameter. Bioconvection Rayleigh number 𝑁𝑐 , ℵ is the parameter

for mixed convection, 𝐺𝑟𝑡  are the Grashof number, 𝑅𝑒𝑥  is the local Reynolds

number, 𝐸  activation energy parameter, 𝑁𝑡 , 𝜃𝑤 , 𝐿𝑒  are the parameter of

thermophoresis, temperature ratio parameter, Lewis number respectively. 

Furthermore, 𝛺  represents the coefficient of chemical reaction, 𝐿𝑏  stands for the 

bioconvection Lewis number, 𝛿1  denotes the parameter of bacterial concentration,
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and 𝛶∗ signifies the temperature gradient.

3. Physical quantities

3.1. Drag force acting on the surface 

The skin friction coefficient is characterized as: 

𝐶𝑓 =
𝜏𝑤

𝜌𝑓𝑢𝑤
2 (14) 

where 𝜏𝑤 represents the apparent shear stress, defined as follows:

𝜏𝑤 = [
𝜇𝑓

1 + (
1

√2𝜏𝑜
2

𝜕�̅�
𝜕𝑧

)𝛼−1

𝜕�̅�

𝜕𝑧
]|𝑟 = 0

(15) 

The provided similarity transformation enabled us to acquire: 

𝐶𝑓 = 𝑅𝑒𝑥

−1
2 (

𝑓′′(0)

(1 + 𝛽𝑓′′)𝛼−1
) (16) 

3.2. The heat transfer rate 

The Nusselt coefficient at a specific point is calculated as: 

𝑁𝑢𝑥 =
𝑥𝑞𝑚

∗

𝑘𝑓(𝑇∞ − 𝑇𝑤)
(17) 

Therefore, the surface heat flux is expressed as: 

𝑞𝑚
∗ = −𝑘𝑓(

𝜕�̅�

𝜕𝑟
)|𝑟=0 −

16𝜎∗

3𝑘∗
�̅�3(

𝜕�̅�

𝜕𝑟
)|𝑟=0

(18) 

The dimensionless form of the aforementioned equation is obtained by 

employing Equation (7) as follows: 

𝑁𝑢 = −𝑅𝑒𝑥

1
2(1 +

4

3
𝑅𝑑)𝜃′(0) (19) 

3.3. Motile microorganisms 

The quantity of motile microorganisms within the local density is described as: 

𝑁𝑛𝑥 =
𝑥𝑞𝑛

𝐷𝑁(𝑁∞ − 𝑁𝑤)
(20) 

where, motile microorganism flux defined as 

𝑞𝑛 = −𝐷𝑁

𝜕�̅�

𝜕𝑟
|𝑟=0

(21) 

The equation is expressed in its non-dimensionalized form as: 

𝑁𝑛 = −𝑅𝑒𝑥

1
2𝜒′(0) (22) 

4. Details of numerical procedure

Given the intricate nature of analytically solving ordinary differential equations

(ODEs), we turn to numerical methods like the shooting method implemented 

through MATLAB’s bvp4c software to tackle the governing equations. The core of 

bvp4c lies in its ability to transform the BVP into an IVP through the proposal of an 

initial solution. Numerous physical models involve nonlinear differential equations 

requiring numerical solutions, and the shooting method excels in achieving high 
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accuracy. This technique transforms boundary value problems into initial value 

problems, iteratively adjusting initial conditions and integrating using methods like 

Runge-Kutta. Its effectiveness in solving complex flow models yields precise 

insights into fluid behavior. Consequently, we utilized this approach to address 

Equations (8)–(12). Shampine et al. [46] furnished a comprehensive description of 

Bvp4c. Figure 2 shows the flow chart of the current investigation. Additionally, 

several new variables were introduced, outlined as follows: 

𝑓 = 𝑝1, 𝑓′ = 𝑝2, 𝑓′′ = 𝑝3, 𝑓′′′ = 𝑝3
′,

𝜃 = 𝑝4, 𝜃′ = 𝑝5, 𝜃′′ = 𝑝5
′,

𝜙 = 𝑝6, 𝜙′ = 𝑝7, 𝜙′′ = 𝑝7
′,

𝜑 = 𝑝8, 𝜑′ = 𝑝9, 𝜑′′ = 𝑝9
′,

(23) 

𝑝3′ =
1

𝛼(1 + 2𝛾𝜉)[1 + (2 − 𝛼)(𝛽𝑝3)𝛼−1]
× [−𝛾[1 + (2 − 𝛼)(𝛽𝑝3)𝛼−1]𝑝3 + [((1 + 𝛽𝑝3)𝛼−1)2]𝑀𝑝2 + [(1

+ 𝛽𝑝3)𝛼−1)]2𝜎1𝑝2 − [(1 + 𝛽𝑝3)𝛼−1]2[𝑝1𝑝3 − 𝐹𝑟(𝑝2)2] − ℵ[𝑝4 − 𝑁𝑟𝑝6 − 𝑁𝑐𝑝8]]

(24) 

𝑝5′ =
1

4
3

𝑅𝑑[(1 + (𝜃𝑤 − 1)𝑝4)3](1 + 2𝛾𝜉)
× [−4𝑅𝑑(𝑝5)2[(1 + (𝜃𝑤 − 1)𝑝4)2(𝜃𝑤 − 1)] − 2𝛾𝑝5 − 𝑁𝑏𝑝5𝑝7

− 𝑁𝑡(𝑝5)2 − 𝑃𝑟𝑝1𝑝5]

(25) 

𝑝7′ = −𝑝2𝑝7𝐿𝑒
𝜉

2
− 𝐿𝑒𝑝1𝑝7 −

𝑁𝑡

𝑁𝑏
(𝑝5′ + 𝛾𝑝5) + 𝐿𝑒Ω(1 + Υ∗𝑝4)𝑒𝑥𝑝(

−𝐸

1 + Υ∗𝑝4
)𝑝6 (26) 

𝑝9′ = −𝐿𝑒(𝑝1𝑝9 + 𝜉𝑝2𝑝8) − 𝑃𝑒[𝜎1𝑝7 − (𝛾𝜎1 + 𝑝8)𝑝7′] − 𝐿𝑒𝑝9𝑝6 (27) 

Together with the associated boundary conditions: 

𝑝1(0) = 0,   𝑝2(0) = 1,   𝑝5(0) = −𝐵𝑖[1 − 𝑝4(0)],    𝑝7(0) +
𝑁𝑡

𝑁𝑏
𝑝5(0) = 0,

𝑝8(0) = 1,   at 𝜉 = 0

(28) 

𝑝2 → 0,   𝑝4 → 0,   𝑝6 → 0,   𝑝8 → 0,   at 𝜉 → 0 (29) 

Figure 2. Flow chart for current problem. 
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5. Results and discussion

This part elucidates the graphs of physical characteristics such as distribution of

velocity component 𝑓′(𝜉) , distribution of temperature 𝜃(𝜉) , distribution of 

concentration of nanoparticles 𝜙(𝜉) , and distribution of motile oxytactic 

microorganisms 𝜒(𝜉). In the process of altering the physical variables of our interest, 

the variables left behind have been assigned these values 0.5 ≤ 𝑀 ≤ 3.5 , 0.4 ≤

𝐵𝑖 ≤ 4.5 , 0.5 ≤ 𝑅𝑑 ≤ 1 , 0.2 ≤ 𝛾 ≤ 0.8 , 𝑚 = 3 , 0 ≤ 𝜎1 ≤ 1 , 0.5 ≤ 𝜃𝑤 ≤ 2 , 4 ≤

𝐹𝑟 ≤ 15, 1 ≤ 𝛽 ≤ 5, 𝑃𝑟 = 1 and 𝑛 = 1. 

5.1. Velocity profile 

The persuasion of the slip parameter 𝛼, the magnetization factor 𝑀, the thermal 

radiation parameter 𝑅𝑑, the microorganism concentration difference constant 𝛺, and 

the parameter for buoyancy ratio 𝑁𝑟 on the fluid speed 𝑓′(𝜉) is depicted in Figure 

3a–e. The effects of the magnetization factor 𝑀  on velocity graph 𝑓′(𝜉)  is 

manifested in Figure 3a. A declining behaviour is prominent for velocity 

distribution by increasing the magnetization factor 𝑀. For higher values of (M = 0.5, 

1.5, 2.5, 3.5), Figure 3a shows a decreasing trend of 𝑓′(𝜉). Because it depends on 

Lorentz force, the interparticle resistance increases as increases, which reduces 

𝑓′(𝜉). The consequence of the slip parameter 𝛼 on the velocity graph 𝑓′(𝜉) is shown 

in Figure 3b. By increasing 𝛼 , an increase in velocity distribution is observed. 

Because, the presence of slip effectively increases the speed of particles in fluid. 

Similarly, the results for the radiation parameter 𝑅𝑑 shown in Figure 3c. As the 

radiation constant 𝑅𝑑 increases, the velocity distribution 𝑓′(𝜉) raises. Solar radiation 

can help in improving different heat and thermal moulding procedures in the twenty-

first century. Figure 3d shows the effects of the microorganism concentration 

difference constant 𝛺. It is evident from the graph that there is a decline in velocity 

profile for changing values of 𝛺 . The graphical results for the parameter for 

buoyancy ratio 𝑁𝑟  is shown in Figure 3(e). As the values of the parameter for 

buoyancy ratio 𝑁𝑟 increases, the velocity distribution 𝑓′(𝜉) also shows an increasing 

trend. 

(a) (b) (c)
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(d) (e) 

Figure 3. Influence of (a) M; (b) α; (c) Rd; (d) Ω; (e) Nr on f'(ξ). 

5.2. Temperature distribution profile 

The influences of the magnetization factor 𝑀, the thermal radiation parameter 

𝑅𝑑 , the thermophoresis parameter 𝑁𝑡 , the curvature parameter 𝛾  and the 

bioconvention Peclet number 𝑃𝑒 on the fluid speed 𝜃(𝜉) is shown in Figure 4a–e. 

Effects of the magnetization factor 𝑀  on temperature field 𝜃(𝜉)  is portrayed in 

Figure 4a. A declining behaviour is prominent for temperature distribution by 

increasing the magnetization factor 𝑀. For higher values of (M = 0.5, 1.5, 2.5, 3.5), 

Figure 4a shows a decreasing trend of 𝜃(𝜉). Because it depends on Lorentz force, 

the interparticle resistance increases as it increases, which reduces 𝜃(𝜉). The results 

for and the thermophoresis parameter 𝑁𝑡, as well as the thermal radiation parameter 

𝑅𝑑 is illustrated in Figure 4b,c respectively. For 𝑁𝑡, a declining behaviour of 𝜃(𝜉) 

observed in Figure 4b. The thermophoresis phenomenon is important in many 

processes because it involves migrating nanoparticles in a low temperature zone due 

to temperature differences. Similarly, the results for the radiation parameter 𝑅𝑑 

shown in Figure 4c. As the radiation constant 𝑅𝑑  increases, the temperature 

distribution 𝜃(𝜉) changes. In Figure 4d,e, the effects of the bio convention Peclet 

number 𝑃𝑒 and the curvature parameter 𝛾 are plotted. By altering 𝑃𝑒, a retarding 

behavior is discovered; this tendency establishes because 𝑃𝑒  develop a reverse 

relationship with temperature field. 𝜃(𝜉)  reduced as a result of this inverse 

relationship. Figure 4e demonstrates how the curvature parameter impacts the 

temperature profile of Ellis nanofluid. The temperature profile 𝜃(𝜉) decreases as the 

curvature parameter 𝛾 increases, leading to a reduction in the heat transfer rate. 
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(a) (b) (c) 

(d) (e) 

Figure 4. Influence of (a) M; (b) Nt; (c) Rd; (d) γ; (e) Pe on θ(ξ). 

5.3. Concentration profile significance 

To examine changes in profile for concentration of nanoparticles 𝜙(𝜉) opposite 

different values of magnetization factor 𝑀, the thermal radiation parameter 𝑅𝑑, the 

Brownian movement parameter 𝑁𝑏, Lewis number 𝐿𝑒 and the Forchheimer number 

𝐹𝑟 Figure 5a–e are made. Effects of the magnetization factor on 𝜙(𝜉) is displayed 

in Figure 5a. An increasing behaviour is prominent for 𝜙(𝜉)  by increasing the 

magnetic parameter 𝑀. For higher values of (M = 0.5, 1.5, 2.5, 3.5), Figure 5a 

shows an increasing trend of 𝜙(𝜉). Figure 5b indicates how the effects on 𝜙(𝜉) on 

Ellis nanofluid increases as the amounts of the 𝐹𝑟 rise. Similarly, the results for the 

radiation parameter 𝑅𝑑  are shown in Figure 5c. As the radiation constant 𝑅𝑑 

increases, the temperature distribution 𝜙(𝜉) first increases then shows a declining 

trend. The ramifications of yet two other crucial parameters, the Lewis number 𝐿𝑒 

and the Brownian movement parameter 𝑁𝑏 are shown in Figure 5d,e respectively. 

Although the concentration of nanoparticles decreases with 𝐿𝑒 but for 𝑁𝑏 the profile 

for concentration of nanoparticles improves. 
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(a) (b) (c) 

(d) (e) 

Figure 5. Influence of (a) M; (b) Fr; (c) Rd; (d) Le; (e) Nb on ϕ(ξ). 

5.4. Density of motile microorganism profile 

Figure 6a–e shows the changes in the profile for independently moving 

microorganisms 𝜒(𝜉)  for various parameters such as thermal Biot number 𝐵𝑖 , 

stretching parameter 𝛽 , magnetization factor 𝑀 , Prandtl number 𝑃𝑟  and Lewis 

parameter 𝐿𝑏 on profile for independently moving microorganism 𝜒(𝜉). Figure 6a is 

prepared to depict the physical impact caused by thermal Biot number 𝐵𝑖 on 𝜒(𝜉). It 

is easy to observe that 𝜒(𝜉) is a decreasing function of (𝐵𝑖= 0.4, 1.5, 3.0, 4.5). As 

thermal Biot number has a connection to the coefficient of heat transfer, that causes a 

decrease in the independently moving microorganisms 𝜒(𝜉) . An increasing 

behaviour is prominant for 𝜒(𝜉) by increasing the magnetic parameter 𝑀. For higher 

values of (M = 0.5, 1.5, 2.5, 3.5), Figure 6b shows an increasing trend of 𝜒(𝜉). The 

stretching parameter 𝛽 for the dimensionless independently moving microorganisms 

𝜒(𝜉) is graphed in Figure 6c. The profile for independently moving microorganisms 

𝜒(𝜉)  decreases as 𝛽  increased. Figures 6d,e are prepared to depict the physical 

impact caused by 𝑃𝑟 and 𝐿𝑏 on independently moving microorganisms 𝜒(𝜉). It is 

easy to observe that 𝜒(𝜉) is a decreasing function of (𝑃𝑟 = 10, 12, 14, 16). Further, a 

distinguishing motile microorganism profile 𝜒(𝜉) is found when the value of 𝐿𝑏 

increases. The physical reasoning is that a bigger deviation in 𝐿𝑏 is connected with 

reduced motility of motile bacteria, which decays 𝜒(𝜉) as a result of this. 
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(a) (b) (c) 

(d) (e) 

Figure 6. Influence of (a) Bi; (b) M; (c) β; (d) Pr; (e) Lb on χ(ξ). 

5.5. Streamlines patterns in Ellis nanofluid flow 

This subsection illustrates the streamlines for the mixed convection parameter 

and slip parameter, as shown in Figure 7a–d. The graphs demonstrate the significant 

impact of both the mixed convection parameter ℵand the slip parameter 𝛼 on fluid 

dynamics. When ℵ = 0.7  the streamlines are densely packed near the surface, 

indicating a sharper velocity gradient and stronger convective flow due to buoyancy 

forces. In contrast, a lower mixed convection value ℵ = 0.2 results in smoother, less 

curved streamlines, highlighting the dominance of viscous forces. Regarding the slip 

parameter 𝛼 , increasing it from 1.5 to 2.5 reduces boundary layer thickness and 

curvature of the streamlines, suggesting less friction and shear stress at the boundary, 

which enhances flow efficiency. This effect is particularly beneficial for applications 

like microfluidics, where minimizing drag is crucial. Conversely, lower 𝛼  values 

result in thicker boundary layers and greater resistance, slowing down the fluid flow 

(see Figure 7c,d). Overall, mixed convection controls the intensity of surface flow, 

while the slip parameter governs flow resistance, both essential for optimizing fluid 

dynamics in systems that require precise control, such as microfluidic devices. 
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(a) (b) 

(c) (d) 

Figure 7. Streamlines for (a) ℵ = 0.7, (b) ℵ = 0.2, (c) 𝛼 = 2.5, (d) 𝛼 = 1.5. 

5.6. Isotherm patterns in Ellis nanofluid flow 

The isotherm patterns depicted in Figure 8a–d offer profound insights into the 

thermal dynamics of Ellis nanofluid flow, particularly with respect to the Ellis fluid 

parameter 𝛽 and porosity parameter 𝜎1. In Figure 8a, where (𝛽 = 0.7), the closely

packed isotherms near the center indicate a steeper temperature gradient, signifying 

enhanced heat transfer and thermal conduction within the fluid. On the other hand, 

Figure 8b, with a lower (𝛽 = 0.5), shows more widely spaced isotherms, suggesting 

a gentler temperature gradient and reduced heat conduction, which reflects a decline 

in thermal efficiency. Focusing on the porosity parameter, Figure 8c illustrates that a 

higher (𝜎1 = 1.5) results in a well-structured, periodic isotherm pattern, promoting

more effective thermal dissipation throughout the fluid. In contrast, Figure 8d, 

where ( 𝜎1 = 1.1 ), reveals elongated and less organized isotherms, indicating

diminished heat transfer efficiency due to increased thermal resistance at the 

boundaries. These findings highlight the critical roles of elevated 𝛽 and 𝜎1 values in

optimizing heat conduction and distribution within the Ellis nanofluid flow. 
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(a) (b) 

(c) (d) 

Figure 8. Isotherms for (a) 𝛽 = 0.7, (b) 𝛽 = 0.5, (c) 𝜎1 = 1.5, (d) 𝜎1 = 1.1. 

5.7. Tabular discussion and validation 

To validate this research, we compared the skin friction values with those 

reported by Rooman et al. [47] and Awan et al. [44] under specific conditions where 

M varies and all other parameters are set to zero, ensuring optimal heat and mass 

transfer in our model. The results demonstrate excellent agreement with existing 

literature (see Table 1). 

Table 1. A comparison of 𝑓'(0) for different inputs of 𝑀. 

𝑀 Rooman et al. [47] Awan et al. [44] Current result 

0.0 −0.821821 −0.8266554 −0.8267556

0.4 −0.924421 −0.9186823 −0.9286826

0.8 −1.018311 −1.0488087 −1.0588092

6. Conclusion

Numerical analysis was conducted to explore the steady mixed convection of

Ellis nano-liquid flow over a stretching cylinder, incorporating Darcy-Forchheimer 
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and nonlinear thermal radiation effects. The numerical solution of this model 

involves formulating a system of partial differential equations, which is subsequently 

computed by utilizing the bvp4c function available in MATLAB. The acquired 

outcomes are visually presented and analyzed. The following observations have been 

made after a thorough examination of the problem: 

• Increasing the magnetization factor 𝑀 results in a decreasing velocity profile

𝑓′(𝜉) due to the stronger Lorentz force increasing interparticle resistance.

• An augmentation in the Peclet number (𝑃𝑒) and thermophoresis value results in

a decline in the thermal layer.

• The Ellis fluid parameter 𝛽 results in a decrease in the motile density profile

𝜒(𝜉).

• Brownian motion enhances the thermal profile, while saturation in

thermophoresis values leads to a decrease in flow.

• It has been uncovered that an increased approximation of the Forchheimer

number results in an enlargement of the concentration profile 𝜙(𝜉).

• Our study demonstrates that varying the radiation parameter (𝑅𝑑)  provides

valuable insights into the behavior of Ellis nanofluids under magnetized

bioconvective conditions, emphasizing the significance of considering multiple

factors for a comprehensive understanding of the fluid dynamics.

• Lower mixed convection values allow viscous forces to dominate, leading to

smoother, less curved streamlines.

• Increased porosity parameter 𝜎1 values produce well-structured isotherms,

promoting efficient thermal dissipation throughout the fluid.

Future research in this domain should explore the ramification of variable

activation energy on the behavior of oxytactic microorganisms within magnetized 

bioconvective Ellis nanofluids, alongside extending studies to three-dimensional 

systems for a more comprehensive understanding. Experimental validation is 

essential to enhance credibility, while investigating additional dissipative processes 

like thermal diffusion could provide deeper insights. Further applications in 

bioengineering and materials science should be explored, considering the impact of 

external fields and conducting optimization studies to maximize efficiency in 

practical applications. These endeavors would significantly advance the 

understanding and application of magnetized bioconvective Ellis nanofluids. 
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Nomenclature 

�̅�, 𝑧̅: Cylinderical coordinates (-)  

�̅�: Velocity component along horizontal axis (z-axis) (m/s) 

�̅�: Velocity component along radial axis (r-axis) (m/s)  

�̅�: Temperature of particles (K)  

𝑘: Nanofuid thermal conductivity (W/mK) 

𝑀: Magnetic parameter (-)  

𝐶̅: Concentration of particles (mol/m3)

�̅�: Microorganism’s density (-)  

𝑇𝑤: Surface temperature ((𝑇)

𝐹𝑟: Forchheimer number (-)

𝐶𝑤: Surface concentration (𝑚𝑜𝑙/𝑚3)

𝑅𝑑: Thermal radiation parameter (-)  

𝑁𝑤: Surface microorganisms (-)

𝐵𝑖: Thermal Biot number (-)  

𝑃𝑟: Prandtl number (-)  

𝑁𝑟: Parameter of buoyancy force (−)

𝑁𝑐: Bioconvection Rayleigh number (−)

𝐺𝑟𝑡: Grashof number (−)

𝑇∞: Ambient temperature (-)

𝐶∞: Free stream concentration (mol/m3)

𝑁∞: Ambient microorganisms (-)

𝑅𝑒𝑥: Local Reynolds number (-)

𝐷𝑚: Microorganism’s difusion coefcient (-)

𝐸: Activation energy parameter (-)  

𝑁𝑡: Thermophoresis parameter (-)

𝐿𝑒: Lewis number (-)  

𝐿𝑏: Bioconvection Lewis number (-)  

𝐷𝐵: Brownian motion coefcient (m2/s)

Greek symbols 

𝛾: Curvature parameter (-)  

𝜈: Kinematic viscosity (m2/s)

𝛽: Ellis Fluid parameters (-)  

𝜇: Dynamic viscosity (g/ms)  

𝜎1: Porosity parameters (-)

𝜃𝑤: Temperature ratio parameter (-)

Ω: Coefficient of chemical reaction (-)  

𝛼: Slip parameter (-)  

𝜌𝑓: Density of the fluid (kg/m3)

𝛿1: Bacterial concentration parameter (-)
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Abstract: The present work conducts a comprehensive thermodynamic analysis of a 150 MWe 

Integrated Gasification Combined Cycle (IGCC) using Indian coal as the fuel source. The plant 

layout is modelled and simulated using the “Cycle-Tempo” software. In this study, an 

innovative approach is employed where the gasifier's bed material is heated by circulating hot 

water through pipes submerged within the bed. The analysis reveals that increasing the external 

heat supplied to the gasifier enhances the hydrogen (H2) content in the syngas, improving both 

its heating value and cold gas efficiency. Additionally, this increase in external heat favourably 

impacts the Steam-Methane reforming reaction, boosting the H2/CH4 ratio. The 

thermodynamic results show that the plant achieves an energy efficiency of 44.17% and an 

exergy efficiency of 40.43%. The study also identifies the condenser as the primary source of 

energy loss, while the combustor experiences the greatest exergy loss. 

Keywords: allothermal gasification; combined cycle; energy; exergy; Indian coal 

1. Introduction

The population in modern times is growing exponentially, which raises the

energy demand. The majority of power plants in India use coal as fuel. According to 

the Ministry of Power of India, 47.28% of electricity comes from coal-based power 

plants. As of 30 June 2024, India has an installed power generation capacity of 

446,189.72 MW, as illustrated in Figure 1 [1]. Fossil fuel burning and industrial gas 

emissions are releasing CO2 into the atmosphere, which is responsible for at least 55% 

of global warming today. Hence, it is imperative to develop alternative plans for 

enhancing clean energy approaches, such as producing energy from renewable 

sources, raising overall plant efficiency, and applying clean technology such as 

gasification, fuel cells, and CO2 capture. Gasification is a thermochemical process that 

converts carbonaceous feedstocks like coal and biomass into syngas with the help of 

gasifying mediums such as steam with air/oxygen and heat. Carbon monoxide (CO), 

hydrogen (H2), and methane (CH4) are the major combustible constituents of 

gasification. Due to the high conversion ratio of coal to H2 and CO, Integrated 

Gasification Combined Cycle (IGCC) technology is considered one of the most 

important energy production technologies for the twenty-first century [2]. Several 

gasification methods are being investigated as a way to improve IGCC performance 

even further. Among different new techniques of gasification, “allothermal (heated 

indirectly)” gasification is one of them and is predicted to gain high interest among 

researchers. In allothermal gasification, the gasifier is heated by a heat exchanger 

inside the gasifier or by circulating hot bed material, which carries heat from other 

parts of the system [3]. A laboratory-scale gasifier is examined with concentrated Xe 
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light radiation as an indirect heating source and steam as a gasifying medium, giving 

a carbon conversion of 88% after 120 min of irradiation [4]. Allothermal gasification 

of biomass using the heat of combustion of biomass micron fuel (BMF) produces 

product gas, which has an LHV of 12 MJ/Nm3 [5]. Simulation of coal gasification 

coupled with a steam power plant using the gasifying medium as steam and oxy-steam 

shows net electrical efficiency of 21.38% and 9.80%, respectively [6]. Heat Pipe 

integrated Gasifier-Solid Oxide Fuel Cell-GT system shows a 55%–72% increase in 

electrical efficiency with anode gas as a gasifying agent [7]. 

Figure 1. Total power production in India. 

The above-mentioned literature shows that the allothermal gasification technique 

can increase the gasification efficiency in terms of the heating value of syngas and 

overall plant efficiency. In the present work, it is presented how the external heat of 

gasification affects the syngas composition and its effect on overall plant performance. 

2. Methodology

The Cycle-Tempo software is used to perform an in-depth thermodynamic

analysis of the proposed IGCC plant. [8]. This software models the plant as an 

interconnected system of mechanical and thermal components, which exchange mass 

and energy with each other and with the external environment. It employed the Gibbs 

energy minimization method to determine the gas compositions at the exits of the 

gasifier and compressor. The software operates based on key governing equations, 

including mass balance, energy balance, and exergy balance, as outlined below: 

Mass balance: it refers to the fact to the fact that the total mass within a system 

remains constant over time unless there is an addition to or removal from the system. 

Mass balance is used to analyse processes where matter is flowing in and out of a 

system, such as chemical reactions or fluid flow. 

∑ �̇�𝑖𝑖 =∑ �̇�𝑒𝑒  (1) 

Energy balance: it refers to energy conservation within a system. It involves 

tracking the amount of energy that enters and exits a system and the amount of energy 

generated or consumed within the system. 

∑ �̇�𝑖ℎ𝑖𝑖 +�̇�𝑐𝑣=∑ �̇�𝑒ℎ𝑒𝑒 +�̇�𝑐𝑣 (2) 

Exergy balance: This concept considers the quality of energy within a system, by 

distinguishing between usable energy (exergy) and unusable energy (anergy). 
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∑ �̇�𝑖𝛹𝑖𝑖 +�̇�ℎ𝑒𝑎𝑡=∑ �̇�𝑒𝛹𝑒𝑒 +�̇�𝑐𝑣+𝐼̇ (3) 

2.1. Plant configurations 

Figure 2 illustrates the configuration of the IGCC plant, which includes a gasifier 

that uses Indian coal as a feedstock with steam as a gasifying medium. The ash 

separator receives the syngas from the gasifier, which mostly contains CO and H2. It 

is worth mentioning that no syngas cooling unit is needed to attach to the model as the 

syngas temperature is lower than the ash softening temperature (1400 ℃) [9]. It is 

assumed that 100% ash is separated and the clean syngas reaches the combustion 

chamber, where it is combusted with compressed air. After combustion, the hot flue 

gases expand in the gas turbine, producing power. After expansion, the flue gas passes 

through two heat exchangers, HX1 and HX2. Water is pumped at 10 bar through the 

heat exchanger (HX1), where it is converted into steam at 190 ℃. The heat exchanger 

shown in the gasifier component of the Cycle-Tempo software is for cooling purposes 

of the syngas, where atmospheric water is passed through that heat exchanger and 

cooled down the syngas. But in this model, the bed material of the gasifier is heated 

by that heat exchanger. The simulation shows quite similar effects on the conversion 

of coal to syngas as that of indirect heating of bed material found in different literature 

[4,10]. 

Figure 2. Layout of IGCC plant. 

Therefore, the HX2 is used to heat the water for heating the bed material 

externally. The water flowing through pipe no 21 is heated up to 150 ℃ by the HX2 

and leaves the HX of the gasifier at 50 ℃ rejecting heat to the gasifier. By harnessing 

23



Thermal Science and Engineering 2024, 7(3), 9125. 

the full capacity of the hot flue gas, the heat recovery steam generator (HRSG) 

converts the water from the feed pump into high-enthalpy steam. This steam then 

drives the turbine to produce electricity. 

2.2. Fuel characteristics 

The fuel considered for the proposed IGCC plant is Indian Coal. Table 1 displays 

the heating values and composition of the Indian coal [11]. 

Table 1. Indian coal characteristics. 

Ultimate analysis As dry basis (wt%) 

C 39.16 

H 2.76 

O 7.92 

N 0.78 

S 0.51 

Ash 48.87 

HHV (MJ/Kg) 15.83 

2.3. Assumptions 

In performing the chemical and thermodynamic evaluations of the gasifier and 

the proposed plant, the following assumptions have been applied: 

Operating parameters of the gasifier: 

1) Reaction pressure = 10 bar

2) Estimated pressure output = 10 bar

3) Steam-fuel ratio = 1

Gas turbine:

1) Turbine inlet pressure = 9 bar

2) Reaction temperature of combustor = 1000 ℃

3) Equivalence ratio = 1.5

4) Turbine outlet pressure = 1.01 bar

Steam turbine:

1) Turbine inlet pressure and temperature = 25 bar and 260 ℃

2) Bleed steam pressure = 3 bar

3) Condenser pressure = 25 kPa

2.4. Performance parameters 

The following are the parameters that are used to calculate the results [12]: 

Energy efficiency =
Net power output

�̇�coal × heating value of coal
(4) 

Exergy efficiency (ɛ) =
Net power output

�̇�coal × coal specific exergy
(5) 

Cold gas efficiency =
Heating value of product gas

Heating value of feeding coal
(6) 
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3. Results and discussion

Table 2 reveals that the IGCC plant with external heat achieves an energy

efficiency of 44.17% and an exergy efficiency of 40.43%, outperforming the 

configuration without external heat, which shows an energy efficiency of 43.17% and 

an exergy efficiency of 39.51%. This indicates that incorporating external heat into 

the gasifier improves both energy and exergy efficiencies, highlighting its beneficial 

impact on overall plant performance. 

Table 2. Efficiencies of different plant. 

Plant Type Energy Efficiency (%) Exergy Efficiency (%) 

IGCC (With external heat) 44.17 40.43 

IGCC (Without external heat) 43.17 39.51 

3.1. Energy and exergy balance of IGCC plant (with external heat) 

Energy losses are calculated using the ratio of heat rejected to the energy input 

from the fuel, while exergy losses are determined by the ratio of irreversibility to the 

exergy input. In the simulation, with 16,900 kw of external heat supplied to the gasifier 

at a reaction temperature of 650 ℃, the net electrical power output reaches 120.9 MW 

on a lower heating value (LHV) basis. Of this, 24.89% of the total power is produced 

by the steam turbine. This integration of external heat not only boosts efficiency but 

also reduces the plant's overall water consumption. 

The thermodynamic analysis shows that the IGCC plant achieves an overall 

energy efficiency of 44.17%. The major sources of energy loss are the condenser, 

which accounts for 27.43%, and the stack, contributing 26.79%. Minor losses are 

observed from ash at 0.88%, with the remaining 0.72% attributed to other losses by 

difference as shown in Table 3. This indicates that the condenser and stack are the 

primary areas where energy optimization could improve plant performance. 

Table 3. Energy balance of the plant. 

Components In Percentage (%) 

Energy Efficiency of plant 44.17 

Losses 

Condenser 27.43 

Stack 26.79 

Ash 0.88 

Others (By difference) 0.72 

The exergy analysis of the IGCC plant shows an overall exergy efficiency of 

40.43%. The combustor is identified as the largest source of exergy loss, accounting 

for 24.58%. Other significant losses occur in the steam generator for the gasifier 

(6.39%), HRSG (4.64%), gasifier (4.45%), and the stack (4.33%). Additional losses 

are observed in components such as the ash separator (3.78%), condenser (2.25%), gas 

turbine (1.34%), and steam turbine (0.91%), as shown in Table 4. The remaining 

6.90% of losses are attributed to other factors by difference, highlighting the 
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combustor as the primary area for potential efficiency improvement. 

Table 4. Exergy balance of the plant. 

Components In Percentage (%) 

Exergy Efficiency of plant 40.43 

Losses 

Combustor 24.58 

Steam generator for gasifier 6.39 

HRSG 4.64 

Gasifier 4.45 

Stack 4.33 

Ash Separator 3.78 

Condenser 2.25 

Gas Turbine 1.34 

Steam Turbine 0.91 

Others (by difference) 6.90 

3.2. Parametric analysis of the plant 

The parametric analysis in the study investigates the impact of external heat on 

various performance parameters of the IGCC plant. It reveals that increasing external 

heat supplied to the gasifier enhances the lower heating value (LHV) of syngas, 

improves the hydrogen-to-methane (H2/CH4) ratio, and boosts overall plant efficiency. 

The higher external heat input favors the endothermic steam-methane reforming 

reaction, resulting in a syngas with a higher hydrogen content and reduced methane. 

Additionally, the cold gas efficiency of the plant increases by 3.01% when 16,900 kw 

of heat is supplied to the gasifier, demonstrating the positive influence of external heat 

on the thermodynamic performance of the plant. This analysis highlights the critical 

role of external heat in optimizing syngas composition and improving overall plant 

efficiency. 

3.2.1. Effect of external heat on LHV of syngas 

Figure 3 shows how the lower heating value (LHV) of syngas increases as the 

external heat supplied to the gasifier rises. As more heat is added, the gasification 

process becomes more efficient, resulting in a higher energy content in the syngas 

produced. The graph demonstrates a clear positive relationship between the heat 

supplied and the LHV, highlighting the benefits of external heat in enhancing syngas 

quality. 
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Figure 3. Effect of external heat on LHV of syngas. 

3.2.2. Effect of external heat on H2/CH4 ratio 

Figure 4 illustrates the effect of external heat on the hydrogen to methane 

(H2/CH4) ratio in the syngas. As the external heat input increases, the H2/CH4 ratio 

also rises. This is due to the steam-methane reforming reaction, which is endothermic 

and benefits from the additional heat. As a result, more hydrogen is produced, and the 

methane content decreases, improving the syngas composition for energy generation. 

Figure 4. Effect of external heat on H2/CH4 ratio. 

3.2.3. Effect of external heat on efficiency of the plant 

Figure 5 presents the increase in plant efficiency (ƞ) as external heat supplied to 

the gasifier is raised. The graph shows that, as the heat input increases, the net 

efficiency of the IGCC plant improves. This is because the enhanced syngas 

composition, particularly with higher hydrogen content, boosts the overall 

performance of the power generation cycle, leading to a higher net efficiency. The 

figure emphasizes the role of external heat in maximizing plant efficiency. 
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Figure 5. Effect of external heat on plant efficiency. 

3.3. Validation of gasifier 

To validate the proposed model, the results of two equilibrium gasification 

models from two different literatures are compared. The literature models are 

simulated in Aspen Plus software and Cycle-Tempo software, respectively [13,14]. In 

both, the literature shows that gasification of sawdust has been done with 10% 

moisture at a temperature of 800 ℃. A simulation using the suggested model with the 

same gasification condition using sawdust as fuel was run for this comparison. Figure 

6 shows the comparison of syngas composition between the proposed model and 

literature data. The syngas composition of the developed gasifier model closely 

resembles the syngas composition of literature. Molar fraction of methane is not 

considered here as the value comes out to only 0.02%, which is the same as the above-

mentioned literature. 

Figure 6. Comparison of syngas composition with literature data. 

4. Conclusions

This study provides a comprehensive thermodynamic evaluation of an IGCC

power plant using allothermal gasification. The findings demonstrate that applying 
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external heat to the gasification process significantly enhances the syngas quality and 

overall plant performance. Specifically, utilizing steam as a gasifying agent and 

incorporating external heat increased the lower heating value (LHV) of the syngas and 

improved the hydrogen-to-methane (H2/CH4) ratio, which contributed to greater 

energy conversion efficiency. The energy and exergy efficiencies of the IGCC plant 

with external heat were measured at 44.17% and 40.43%, respectively, which 

represents an improvement over configurations without external heat. These gains 

underscore the thermodynamic benefits of integrating external heat into the 

gasification process. However, energy losses in the system were primarily observed in 

the condenser and stack, accounting for 27.43% and 26.79% of total losses, 

respectively. Exergy losses were most significant in the combustor, contributing to 

24.58% of the total irreversibility. These areas present opportunities for optimization 

to further enhance the plant's efficiency. Parametric analysis further demonstrated that 

increasing the external heat supplied to the gasifier boosts syngas quality and plant 

efficiency by favoring endothermic reactions like steam-methane reforming, which 

increase hydrogen production. 

In conclusion, the integration of external heat in allothermal gasification offers a 

promising pathway to improve both the energy and exergy efficiency of IGCC power 

plants. The reduction in water consumption and enhanced syngas composition 

provides additional environmental and operational benefits, making it a viable 

approach for optimizing future coal-based energy systems. 
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HX Heat Exchanger 

h Specific Enthalpy (kJ/kg) 

Ψ Exergy (kJ/kg) 

I Irreversibility (kW) 

P Pressure (bar) 

N2 Nitrogen 

S Sulfur 

C Carbon 

H2O Water 

O2 Oxygen 

HHV Higher Heating Value (MJ/kg) 

ṁw Mass Flow Rate of Water (kg/s) 

Q̇ External Heat Flow Rate (kW) 
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Abstract: This paper presents a coupling of the Monte Carlo method with computational fluid 

dynamics (CFD) to analyze the flow channel design of an irradiated target through numerical 

simulations. A novel series flow channel configuration is proposed, which effectively 

facilitates the removal of heat generated by high-power irradiation from the target without 

necessitating an increase in the cooling water flow rate. The research assesses the performance 

of both parallel and serial cooling channels within the target, revealing that, when subjected to 

equivalent cooling water flow rates, the maximum temperature observed in the target 

employing the serial channel configuration is lower. This reduction in temperature is ascribed 

to the accelerated flow of cooling water within the serial channel, which subsequently elevates 

both the Reynolds number and the Nusselt number, leading to enhanced heat transfer 

efficiency. Furthermore, the maximum temperature is observed to occur further downstream, 

thereby circumventing areas of peak heat generation. This phenomenon arises because the 

cooling water traverses the target plates with the highest internal heat generation at a lower 

temperature when the flow channels are arranged in series, optimizing the cooling effect on 

these targets. However, it is crucial to note that the pressure loss associated with the serial 

structure is two orders of magnitude greater than that of the parallel structure, necessitating 

increased pump power and imposing stricter requirements on the target container and cooling 

water pipeline. These findings can serve as a reference for the design of the cooling channels 

in the target station system, particularly in light of the anticipated increase in beam power 

during the second phase of the China Spallation Neutron Source (CSNS Ⅱ). 

Keywords: CSNS target; heat dissipation; Monte Carlo method; serial flow; CFD; pump 

power 

1. Introduction

As a kind of multidisciplinary platform for scientific research, spallation neutron
sources have garnered increasing attention in recent years. Its applications span 
various fields, including basic-energy sciences, nuclear science, and the utilization of 
white neutrons/fast neutrons, as well as proton beam applications and meson research 
[1,2]. The neutron flux produced by a spallation neutron source serves as a critical 
metric for evaluating its operational efficiency; however, achieving a higher neutron 
flux necessitates an increase in beam power, which consequently results in elevated 
heat generation at the target station [3]. Thus, the development of effective heat 
removal strategies is of paramount importance for enhancing the power capabilities of 
spallation neutron sources. 
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A variety of heat removal techniques have been reported to be implemented in 
spallation neutron source targets globally. Spallation Neutron Source (SNS) in the 
United States and the Japan Proton Accelerator Research Complex (J-PARC) Pulsed 
Spallation Neutron Source (JSNS) are both megawatt-class neutron sources that utilize 
liquid mercury as coolant within the target [4,5]. The target of the Swiss Spallation 
Neutron Source (SINQ) in Switzerland employs an array of target rods that contain a 
sealed liquid lead-bismuth alloy [6]. The European Spallation Neutron Source (ESS), 
currently under construction, is also designed as a megawatt-level neutron source, 
featuring a large wheel-shaped target vessel [7]. The target configuration in Target 
Station 1 (TS-1) of Neutron and Muon Source at the Rutherford Appleton Laboratory 
in the United Kingdom consists of a fragmented target with integrated parallel cooling 
channels [8]. Analogous to ISIS TS-1 target, the target employed in the China 
Spallation Neutron Source (CSNS) in also characterized as a segmented target with 
parallel cooling channel [9]. This configuration is specifically developed to enhance 
cooling through a parallel flow system, which comprises a single inlet and a single 
outlet. 

Among the aforementioned targets, the interaction of proton pulses with the 
liquid mercury target will generate pressure wave phenomena, which may result in a 
deleterious effect known as cavitation damage erosion [10]. Additionally, the 
polonium isotopes that are difficult to handle will occur in the Pb-Bi eutectic target as 
a consequence of irradiation, and the sealing of the target rod is also challenging 
[7,11]. Furthermore, rotating targets present issues related to duty cycles, and the 
target material is subjected to significant thermal cycling, potentially leading to 
embrittlement of the material [7]. Consequently, a mature design with solid fixed 
targets remains the preferred option for CSNS targets. 

The utilization of parallel channels is prevalent in the majority of current solid 
fixed targets designed for heat dissipation. Research conducted by Hao Junhong et al. 
[12,13] focused on the thermal management of spallation neutron source targets, while 
Lu [14] examined the impact of proton beam deviation on the heat dissipation efficacy 
of the spallation neutron source target. Additionally, Allen and Findlay et al. 
investigated the decay heat with the target at the ISIS TS-1 facility. Takenaka [15] 
analyzed the parallel flow channels in megawatt-level sliced targets and target rod 
arrays, concluding that the minimum thickness of the target slice should be less than 
9 mm. Bauer [16] similarly asserted that in spallation neutron sources operating at 
elevated proton beam power, the minimum gap size between targets may need to be 
reduced to below 0.7 mm. Furthermore, in addressing multi-channel cooling 
challenges, the effective delivery and distribution of coolant are critical for optimizing 
cooling performance [17]. Kumar and Singh [18] emphasized that the configuration 
of flow and the actual distribution of coolant must align with the heat flow to enhance 
better heat dissipation efficiency. If the thickness of the target plates and the inter-plate 
gaps are excessively small, the number of parallel channels will increase and make it 
difficult for the distribution of the coolant. Additionally, overly diminutive dimensions 
may pose significant challenges in terms of processing and installation. 

Currently, research on the parallel channels of solid fixed targets is relatively 
comprehensive, whereas investigations into the heat dissipation mechanism of serial 
channels within the targets remain limited. Consequently, this paper introduces a novel 
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serial flow channel designed for application in irradiated targets, informed by an 
analysis of the heat dissipation phenomena observed in complex flow channels at the 
CSNS. In the design of the serial flow channel, it is demonstrated that the dimensions 
of the target plates and flow channels do not significantly influence the distribution of 
the coolant. The cooling water can be effectively concentrated in regions exhibiting 
higher thermal power, thereby ensuring adequate cooling in those areas. This study 
examines the differences in heat dissipation between serial and parallel structures, 
evaluates the respective advantages and disadvantages of each configuration, and 
offers critical insights and recommendations for the enhancement of CSNS II. 

2. CSNS target and simulation model

The structure of the current target utilized in CSNS is illustrated in Figure 1. The
primary component consists of fifteen tantalum-clad tungsten target plates, which are 
installed within a stainless steel vessel. The design incorporates gaps ranging from 0.8 
to 1.2 mm between the target plates to facilitate effective heat dissipation. 
Additionally, two stainless steel ribs are positioned among the target plates to provide 
structural reinforcement. Cooling water is introduced into the target vessel from one 
side, subsequently circulating the parallel channels formed between the target plates 
before exiting the vessel. Thermocouples are strategically installed in select plates to 
monitor the temperature of the target. 

Figure 1. The structure of the CSNS target. 

In the operational context, the target is bombarded by high-power proton beams, 
resulting in thermal energy deposition approximately equivalent to half of the beams’ 
power within the target. Utilizing the Monte Carlo method, the energy deposited in the 
target is attributed to three primary mechanisms. The first mechanism is the energy 
loss associated with the ionization of electrons in atomic structures by protons and 
secondary charged particles, referred to as ionization energy loss. The second 
mechanism involves the recoil energy generated when fragments with elevated 
excitation energy release particles. The third mechanism pertains to the energy 
released during the fission of residual nuclei. This study integrates the Monte Carlo 
method with computational fluid dynamics (CFD). The heat deposition generated by 
proton interactions with the heavy metal target is calculated using Monte Carlo N-
Particle Transport Code (MCNP), and this heat deposition is subsequently 
incorporated into FLUENT software as an internal heat source for thermal analysis. 
The distribution of generated heat within the target is non-uniform, as illustrated in 
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Figure 2. This figure depicts the model employed in MCNP and the spatial 
distribution of the internal heat source within the target when the proton beam power 
is set as 100 KW. It is evident that the majority of the heating power is concentrated 
in the target plates located at the front of the vessel. 

Figure 2. Model employed in MCNP and heat source power contour. (a) horizontal 
section; (b) vertical section. (protons delivered from left to right). 

In order to maintain the maximum temperature of each target plate stay within 
the designated design parameters, the current target is cooled using water that 
circulates through the gaps between the target plates. This system allows for 
adjustments in both velocity and flow rate within each gap, a configuration referred to 
as a parallel channel. In this arrangement, the allocation of cooling water to regions 
with high heating power is critical in determining the overall efficiency of the target. 
Conversely, in a serial channel configuration, the channels are arranged sequentially, 
allowing for a concentration of cooling water in the areas of the target that experience 
higher power output.  

In engineering practice, modifications to the target plates and channels can 
significantly impact the efficiency of heat dissipation in the target. Consequently, this 
paper presents a simplified structure of the target to mitigate the effects of such 
optimizations. Figure 3 illustrates two channel models utilized in this study, where 
the gray region represents the target plate and the blue region denotes the cooling 
channel. Given that the majority of internal heating power is concentrated at the front 
of the vessel, there is an increased requirement for cooling in the target plates located 
in this region. As a result, the target plates are designed to be thicker in the direction 
of the proton beam. A detailed description of the channels is provided in Figure 4. 

Figure 3. Model for simulation. (a) parallel channel configuration; (b) serial channel 
configuration. 
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Figure 4. Cross section of the flow channel. (a) parallel channel configuration; 
(b)serial channel configuration.

In the parallel channel model, cooling water is introduced from one side of the
target and exits from the opposite side after traversing through parallel channels. 
Conversely, the serial channel is implemented at the front 7 target plates, while the 
parallel configuration is maintained for the rear 8 target plates due to the reduced 
internal heat generation. The dimensions of the target plates and channels are 
presented in Table 1, which corresponds to the actual specifications. The inlet 
temperature of the cooling water is set at 28 ℃. 

Table 1. The dimensions of the target plates and channels. 

No. of target plate Target plate thickness 
(mm) 

No. of channel Width of parallel channel (mm) Width of serial channel (mm) 

1 12.6 0 1 2.5 

2 12.6 1 1 2.5 

3 13.6 2 1 2.5 

4 15.6 3 1 2.5 

5 17.6 4 1 2.5 

6 20.6 5 1 2.5 

7 24.6 6 1 2.5 

8 31.6 7 1 2.5 

9 42.6 8 1 1 

10 63.6 9 1 1 

11 76.6 10 1 1 

12 76.6 11 1 1 

13 76.6 12 1 1 

14 76.6 13 1 1 

15 76.6 14 1 1 

\ 15 1 1 

3. Results

Based on the actual process parameters, 8 cases have been studied in this paper
for both models. The specifics of these cases are presented in Table 2, which serves 
solely for illustrative purposes. Detailed parameters will be attached with the analysis 
subsequently. 
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Table 2. List of cases. 

Parallel channel model Cooling water flow rate (kg/s) 

2.3 2.5 2.7 

Proton beam power (kW) 50 \ A3 \ 

100 A1 A4 A2 

200 \ A5 \ 

500 \ A6 \ 

800 \ A7 \ 

1000 \ A8 \ 

Serial channel model Cooling water flow rate (kg/s) 

2.3 2.5 2.7 

Proton beam power (kW) 50 \ B3 \ 

100 B1 B4 B2 

200 \ B5 \ 

500 \ B6 \ 

800 \ B7 \ 

1000 \ B8 \ 

The subsequent analysis presents a comparison of temperature profiles between 
serial and parallel models. Figure 5 illustrates the centerline temperature variations at 
a constant cooling water flow rate of 2.5 kg/s. The target plates, designated as 1 
through 15, were aligned with the direction of the proton beam. It is evident that the 
temperature of target plates 1–10 in the serial model is lower than those observed in 
the parallel model. Conversely, the temperature of target plates 11–15 in the parallel 
model is comparatively lower. Furthermore, across all three scenarios examined, the 
peak temperature in the serial model occurs at target plate 9, whereas in the parallel 
model, it is observed at target plate 6. A comparison of the maximum target 
temperatures between the two models reveals that the maximum temperature in the 
parallel model consistently exceeds that of the serial model. When the proton beam 
power is increased to 1 megawatt (MW), the maximum temperature of the target in 
the parallel configuration is approximately 100 K higher than that in the serial 
configuration. 

Figure 5. Profiles of the temperature along the centerline for different configurations 
under. (a) 50KW; (b) 100KW; (c) 200KW; (d) 500KW; (e) 800KW; (f) 1000KW. 
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Figure 6 presents a comparative analysis of the temperature distribution within 
the two distinct configurations. The legend for the temperature contours remains 
consistence across both configurations when subjected to the same proton beam 
power. Notably, the temperatures of the first 8 target plates in the serial configuration 
are significantly lower than those observed in the parallel model. This observation 
suggests that, for the initial 8 target plates with elevated internal heat generation, the 
heat produced can be dissipated more effectively through serial flow configurations. 
Conversely, for the subsequent 7 target plates, the temperature remains within the 
designated design parameters, attributable to the reduction in internal heat generation, 
despite a lower heat dissipation efficiency. 

(a) (b) 

Figure 6. Temperature contours for parallel/serial configurations under different proton beam powers. (a) 50/100/200 
KW; (b) 500/800/1000 KW. 

Due to the significant temperature disparity observed between scenarios 
involving power levels exceeding 500 KW and those with lower power outputs, the 
subsequent analysis and discussions will be focused on power levels of 50 KW, 100 
KW, and 200 KW to facilitate a more coherent examination. 

Figure 7 illustrates the temperature profiles along the centerline of the model 
under varying proton beam power, with the cooling water flow rate maintained at 2.5 
kg/s. Each line in the figure contains 15 peak values, which correspond to the 
maximum temperature recorded for each target plate. As depicted in Figure 7(a), 
target plate 6 exhibits the highest temperature within the parallel model, with 
maximum temperatures of 55 ℃, 81 ℃ and 131 ℃ observed at proton beam powers 
of 50 KW, 100 KW, and 200 KW, respectively. This phenomenon can be attributed to 
the concentration of heating power in the target plates located at the front of the vessel, 
resulting in a temperature decline along the x-axis beyond plate 6. Conversely, Figure 
7(b) indicates that in the serial configuration, the highest temperature is recorded on 
plate 9, with maximum temperatures of 46 ℃, 64 ℃ and 99 ℃ at the same proton 
beam powers. This suggests that the serial channel effectively enhances heat 
dissipation for the initial target plates. Furthermore, Figure 8 presents the temperature 
profiles along the centerline under a fixed proton beam power of 100 KW. The data 
indicate that variations in the cooling water flow rate do not significantly alter the 
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trend of temperature change along the x-axis. Additionally, a 10% change in the 
cooling water flow rate has a minimal impact on the target temperature. 

Figure 7. Profiles of temperature along the centerline for different proton beam 
power under cooling water flow rate of 2.5 kg/s. (a) parallel channel model; (b)serial 
channel model. 

Figure 8. Profiles of the temperature along the centerline for different cooling water 
flow rates under the proton beam power of 100KW. (a) parallel configuration; (b) 
serial configuration. 

4. Effect of structure on Nusselt Number

The dimensions of the channel and the flow rate within a serial model differ from
those in a parallel model, even when subjected to identical cooling water flow rates 
and proton beam power. This inconsistency complicates the analytical process; 
therefore, the Nusselt Number (Nu) functions as a standardized metric that aids in this 
analysis. 

𝑁𝑢 =
ℎ𝑙

𝜆
(1) 

where h is the convective heat transfer coefficient and l is the characteristic length 
defined as the width of the flow channel. λ is the thermal conductivity of the cooling 
water, which is evaluated at the average temperature within the flow channel. The 
initial channel positioned in the direction of the proton beam is designated as channel 
0. Figure 9 illustrates the Nu for each channel under varying proton beam power
conditions. Figure 9(a) presents the Nu values for the parallel model, revealing that
as the channel number increases, the Nu initially rises gradually before experiencing a
rapid decline. Notably, the Nu values in the front channels are greater than those in the
rear channels, indicating that the heat exchange efficiency is enhanced in the front
channels due to a more significant temperature differential between the cooling water
and the channel walls. Figure 9(b) depicts the Nu values for the serial model. Unlike
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the parallel model, the peak value of Nu is observed within the channel 3–5, aligning 
with the target plates 3–6, which possess the highest internal heat source. Channels 9–
15 are configured as parallel channels, resulting in a diminished flow rate. 
Concurrently, the temperature of the associated targets is expected to decrease as a 
result of the declining internal heat source. Consequently, Nu in channels 9–15 is 
considerably lower than that in the preceding channels. Furthermore, it is evident that 
the Nu value for the serial channel arrangement is markedly greater than that of the 
parallel arrangement under identical conditions, a difference that is particularly 
pronounced in the front channels. 

Figure 9. Nu in each channel under different proton beam power. (a) parallel 
channel configuration; (b) serial channel configuration. 

Figure 10 illustrates the velocity of the cooling water(a) and the Reynolds 
number(b) within the channel, corresponding to a cooling water flow rate of 2.5kg/s. 

𝑅𝑒 =
𝜌𝑣𝑙

𝜇
(2) 

where ρ is the density of water within the channel, v is the average velocity of water 
in the channel, l is the characteristic length, which corresponds to the width of the flow 
channel, μ is the dynamic viscosity, and the characteristic temperature is defined as 
the average temperature of the cooling water in the channel. As illustrated in Figure 
10, the flow velocity and Reynolds number (Re) of the cooling water in the serially 
arranged channels 0–7 are significantly greater than those recorded in the parallel 
configuration. This observation suggests a more intense forced convective heat 
transfer process occurring within the initial 8 flow channels, which is further 
corroborated by the data presented in Figure 9. 

Figure 10. Comparison of Velocity. (a) and Reynolds number; (b) between two 
configurations with a cooling water flow rate of 2.5 kg/s. 
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Figure 11 presents a comparative analysis of the Nusselt number (Nu) in both 
parallel model and serial configurations under varying proton beam power with a 
cooling water flow rate of 2.5 kg/s. It is evident that the Nu values for channels 0–7 in 
the serial model are significantly greater than those observed in the parallel model, 
suggesting that the serial model exhibits superior heat transfer efficiency. Conversely, 
in channels 8–15, the parallel model demonstrates enhanced heat transfer efficiency. 
Given that the majority of the heating power is concentrated in the target plates located 
at the front end of the vessel, the distribution of Nu in the serial model is more effective 
in mitigating the maximum temperature of the target. This implies that the surface 
temperature of the target can be maintained within a safe range with a reduced volume 
of cooling water when utilizing the serial cooling channel configuration. 

Figure 11. Comparison of Nu between two configurations with a cooling water flow 
rate of 2.5 kg/s. (a) 50KW; (b) 100KW; (c) 200KW. 

In the serial model, the inlet of each channel is connected to the outlet of the 
preceding channel, resulting in an increase in water temperature as it progresses 
through each channel. This phenomenon may exacerbate the heat dissipation 
capabilities of the preceding channel. Figure 12 illustrates a comparison of the average 
temperatures of the cooling water across various channels under differing proton beam 
power levels. In the parallel model, channels 0–7 exhibit similar average temperatures, 
with channels 3–6 displaying slightly elevated temperatures compared to the others. 
Conversely, the average temperatures in channels 8–15 are significantly lower. This 
discrepancy can be attributed to the independent flow characteristics of each channel 
in the parallel model, where the flow rates are relatively uniform (as shown in Figure 
10). Therefore, the average temperature within each channel is influenced primarily 
by the internal heat sources of the target plates, leading to a temperature evolution that 
mirrors that of the target plates. In contrast, the average temperatures of channels 0–7 
in the serial model demonstrate a linear increase. This trend arises from the direct 
connection between the inlet of each channel and the outlet of the preceding channel, 
resulting in a rise in the cooling water temperature as it flows through. Channels 8–
15, being part of the parallel configuration, also exhibit temperature variations that 
correlate with the internal heat source power of the target plates. Given that the inlets 
of channels 8–15 effectively function as the outlets of channel 7, the minimum average 
temperature in these channels is inherently higher than that of channel 7. Obviously, 
the parallel flow configuration distributes the cooling capacity of the water by 
adjusting the flow to each channel, while the serial flow concentrates the cooling 
capacity at the front of the target. Since the heating power of the target is 
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predominantly concentrated in the front target plates, this characteristic of the serial 
configuration is particularly advantageous for reducing the temperature of the target 
at the front of the vessel. 

Figure 12. Comparison of the temperature measurements across each channel 
between two distinct configurations with a cooling water flow rate of 2.5 kg/s. (a) 
50KW; (b) 100KW; (c) 200KW. 

5. Effect of channel on pressure loss

The pressure loss within the channel and the power required by the pump serve
as critical indicators of channel design. Figure 13 illustrates the impact of cooling 
water flow rate on pressure loss (a) and pump power (b) across various models, 
specifically under conditions where the proton beam power is set at 100 KW. It is 
evident that, for a given cooling water flow rate, the pressure loss in a serial channel 
consistently exceeds a parallel channel. This phenomenon can be attributed to the 
parallel configuration, which distributes the cooling water flow across multiple 
channels, resulting in a larger cross-sectional area for the cooling water pathway. 
Consequently, the increase in pressure loss necessitates a significant rise in pump 
power. 

𝑃௨ = 𝛥𝑃𝑄 (3) 

where ∆P is the pressure loss within the target vessel, and Q is the flow rate of the 
cooling water. The relationship established by the formula indicates that pump power 
is directly proportional to pressure loss, a correlation that is substantiated by the data 
presented in Figure 13(b). Furthermore, it is evident that in the serial configuration, 
both pressure loss and pump power exhibit a more pronounced increase with rising 
cooling water flow rates compared to the parallel configuration. Figure 14 illustrates 
the effect of cooling water flow rate on the maximum temperature of the target across 
different configurations, specifically under conditions where the proton beam power 
is set as 100 KW. Consistent with the trends observed in pressure loss, the maximum 
temperature of the target in the serial model decreases more significantly with an 
equivalent increase in cooling water flow rate. Therefore, it can be concluded that the 
serial channel is more advantageous for heat dissipation; however, it also incurs 
greater pressure loss and pump power requirements. At low proton beam power levels, 
the cooling capacity of the parallel channel configuration is sufficient. Conversely, as 
the proton beam power increases, the serial design becomes more effective in 
enhancing heat dissipation, albeit at the expense of increased pump power. 
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Figure 13. Influence of the cooling water flow rate on the pressure loss. (a) and the 
pump power; (b) in different configurations with the proton beam power of 100KW. 

Figure 14. Influence of the cooling water flow rate on the maximum temperature of 
the target in different configurations with the proton beam power of 100KW. 

6. Conclusion

This paper presents a numerical investigation of heat dissipation in a novel serial
channel configuration within a solid fixed target, utilizing a combination of the Monte 
Carlo method and computational fluid dynamics (CFD). The implementation of a 
serial channel significantly enhances the cooling efficiency of the target, particularly 
under conditions where the flow of cooling water is constrained. 

a) The flow rate of cooling water within the serial channel is elevated, resulting
in increased Reynolds (Re) and Nusselt (Nu) numbers, which in turn enhances the heat 
transfer performance. Therefore, for a constant cooling water flow rate, the maximum 
temperature of the target equipped with the serial channel is reduced; 

b) The serial design facilitates a decrease in the temperature of the cooling water
as it traverses the initial target plates, thereby prioritizing the cooling of the high-power 
regions. This configuration results in the highest temperature point of the target being 
positioned further downstream, which is advantageous for managing the heat 
dissipation in structures characterized by uneven heat distribution, such as irradiated 
targets; 

c) The introduction of a serial flow channel contributes to an increase in pressure
within the target, necessitating greater pump power to circulate the coolant. This 
requirement imposes higher standards on the target container and the cooling water 
pipeline infrastructure. 
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Abstract: The present research is on the propagation of Rayleigh waves in a homogenous 

thermoelastic solid half-space by considering the compact form of six different theories of 

thermoelasticity. The medium is subjected to an insulated boundary surface that is free from 

normal stress, tangential stress, and a temperature gradient normal to the surface. After 

developing a mathematical model, a dispersion equation is obtained with irrational terms. To 

apply the algebraic method, this equation must be converted into a rational polynomial equation. 

From this, only those roots are filtered out, which has satisfied both of the above equations for 

the propagation of waves decaying with depth. With the help of these roots, different 

characteristics are computed numerically, like phase velocity, attenuation coefficient, and path 

of particles. Various particular cases are compared graphically by using phase velocity and 

attenuation coefficient. The elliptic path of surface particles in Rayleigh wave propagation is 

also presented for the different theories using physical constants of copper material for different 

depths and thermal conductivity. 

Keywords: coupled model; dual phase lag model; G-N model; three phase lag model; G-L 

model; L-S model; phase velocity; attenuation coefficient 

1. Introduction

The reaction of both natural and artificial materials to wave propagation

parameters, such as travel periods (or phase velocities) and wave polarization (particle 

oscillations), is used to assess the materials. Thermal conductivity, thermal expansion, 

and specific heat all have an impact on these quantifiable values. The theory of 

thermoelasticity examines how an elastic medium’s temperature affects the way strain 

and stress are distributed, as well as how induced deformation affects the temperature 

distribution in the opposite direction. 

Biot [1] developed the theory of thermoelasticity known as coupled theory 

with hyperbolic-parabolic field equations. Green and Lindsay [2] and Lord and 

Shulman [3] extended the coupled theory and named it generalized thermoelasticity. 

Green and Naghdi [4] developed a theory of thermoelasticity without energy 

dissipation. These theories [2–4] admit a finite speed of heat propagation, which 

creates the difference from coupled theory. Hetnarski and Ignaczak [5] and Ignaczak 

and Ostoja-Starzewski [6] have reviewed these representative theories of 

generalized thermoelasticity. Tzou [7] defined the two-stage lag model. Choudhuri 

[8] identified the initiative in the three-phase lag model. Problems of wave
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propagation in coupled or generalized thermoelasticity have been studied by various 

researchers [9–15]. 

Wave propagation phenomena have numerous applications in the fields of 

geophysical exploration, mineral and oil exploration, and seismology. Plane wave 

propagation in thermoelasticity has many applications in various engineering fields. 

The surface waves are very helpful for studying various aspects of an earthquake. 

Rayleigh [16] studied the surface waves that propagate along the free surface of an 

elastic solid medium. To observe the structural and mechanical properties of any 

material, these Rayleigh waves are used because waves can travel along the surface 

and penetrate to a depth of thick solid materials of one wave length and show very 

sensitive behavior to surface defects. The Rayleigh-type surface waves in 

thermoelasticity are considered to be used in different engineering fields and future 

technologies. Many applications of the Rayleigh wave in the theory of thermoelasticity 

have been reported to date. Some of them are as follows: Lockett [17] studied the 

effect of a change in Rayleigh wave velocity on a change in thermal conditions. 

Flavin [18] studied the effect of Rayleigh waves in three mutually perpendicular 

directions at a constant temperature. Chadwick and Windle [19] studied the effects of 

the propagation of Rayleigh waves along insulated and isothermal boundaries. Tomita 

and Shindo [20] examine the effect of magnetic fields on the propagation of Rayleigh 

waves in a perfectly conducting elastic half-space. Dawn and Chakraborty [21] 

considered the Rayleigh wave study in thermoelastic media with Green and Lindsay 

theory. Abd-Alla and Ahmed [22] investigated the influence of initial stress and 

gravity fields on the propagation of surface waves in an orthotropic thermoelastic 

medium. Ahmed [23] studied the effect of thermal stress on the propagation of 

Rayleigh waves in a granular medium. Sharma et al. [24] investigated the effect of 

Rayleigh surface waves in piezo thermoelastic half-space under the influence of 

rotation and thermal relaxation. Abouelregal [25] studied the Rayleigh waves in a 

thermoelastic solid half space using a dual-phase-lag model with surface boundary 

conditions. Mahmoud [26] investigated the effect of magnetic field, rotation, 

relaxation times, gravity field, and initial stress on Rayleigh wave velocity in the space 

of a granular medium. Chirita [27] studied the surface waves in an isotropic 

thermoelastic half-space. Bucur et al. [28] analyzed the damping effects of thermal 

fields on Rayleigh waves and plane harmonic waves in a linear thermoelastic material 

with voids. Passarella et al. [29] considered the G-N theory to study the effect of the 

propagation of Rayleigh waves in strongly elliptic thermoelastic materials with micro-

temperatures. 

Biswas et al. [30] considered a three-phase-lag model of thermoelasticity to study 

the propagation of Rayleigh surface waves in an orthotropic thermoelastic 

homogenous half-space. Singh and Verma [31] studied the propagation of the 

Rayleigh wave in thermoelastic solid half-space by considering different theories of 

thermoelasticity. Kumar and Sangeeta [32] studied the basic equation of 

thermoelasticity by considering L-S theory under the effects of initial stress, magnetic 

field, two temperatures, and diffusion. Kumar and Gupta [33] investigated Rayleigh 

waves in a generalized thermoelastic medium with mass diffusion. Sharma [34,35] 

studied the Rayleigh wave at the surface of a general anisotropic poroelastic medium: 

derivation of a real secular equation and Rayleigh waves at the boundary of an 
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orthotropic elastic solid: influence of initial stress and gravity. Hague and Biswas [36] 

studied the wave propagation with the help of the Eigen value of an algebraic 

differential equation. Find phase velocity and attenuation coefficient and compare the 

graph for void and non-void space. Saeed et al. [37] discussed Rayleigh wave 

propagation in a semi-conductor thermoelastic medium having temperature-dependent 

properties. 

The present paper is arranged as follows: First, we provide the necessary 

equations used in the paper and discuss the compact form of the heat conduction 

equation in Section 2. In Section 3, we formulate the problem in the form of a potential 

function. In Section 4, find the velocities of longitudinal and transversal waves with 

the help of potential functions. In Section 5, boundary conditions are applied to find 

the dispersion equation and its filtered roots. Which are utilized to discover different 

properties of the Rayleigh wave: the phase velocity, attenuation coefficient, and path 

of the particle. In Section 6, a comparison between six special cases is exhibited by 

presenting the phase velocity, attenuation coefficient, and path of the particle traced 

in motion graphically. 

2. Basic equations

Following Kumar and Gupta [38], a compact form of the equations for

thermoelasticity theories in the absence of external heat sources are: 

The temperature-stress-strain relationship is: 

𝜎𝑖𝑗 = 2𝜇𝑒𝑖𝑗 + 𝜆𝑒𝑘𝑘𝛿𝑖𝑗 − 𝛿𝑖𝑗𝛽 (1 + 𝜏1

𝜕

𝜕𝑡
) 𝑇 (1) 

Relation between strain and displacement: 

𝑒𝑖𝑗 =
1

2
(𝑢𝑖,𝑗 + 𝑢𝑗,𝑖) (2) 

The equations of motion: 

(𝜆 + 𝜇)𝑢𝑘,𝑘𝑖 + 𝜇𝑢𝑖,𝑘𝑘 − 𝛽 (1 + 𝜏1

𝜕

𝜕𝑡
) 𝑇,𝑖 = 𝜌�̈�𝑖 (3) 

Modified Fourier’s law: 

𝐾 ′ (𝑛∗ + 𝑡1

𝜕

𝜕𝑡
+ 𝑡3

𝜕2

𝜕𝑡2) 𝑇,𝑖 = −𝑞𝑖 (4) 

Energy equation: 

𝜌𝑇0�̇� = −𝑞𝑖,𝑖 (5) 

Entropy-strain-temperature relation: 

𝜌𝐶𝐸 (𝑛1

𝜕

𝜕𝑡
+ 𝜏0

𝜕2

𝜕𝑡2
+ 𝑡2

𝜕3

𝜕𝑡3
+ 𝑡4

𝜕4

𝜕𝑡4) 𝑇

+ 𝑇0𝛽 (𝑛1

𝜕

𝜕𝑡
+ 𝑛0𝜏0

𝜕2

𝜕𝑡2
+ 𝑡2

𝜕3

𝜕𝑡3
+ 𝑡4

𝜕4

𝜕𝑡4) 𝑒𝑘𝑘 = 𝜌𝑇0�̇�

(6) 

The heat conduction equation: 

𝐾 ′ (𝑛∗ + 𝑡1
𝜕

𝜕𝑡
+ 𝑡3

𝜕2

𝜕𝑡2) 𝑇,𝑖𝑖 = 𝜌𝐶𝐸 (𝑛1
𝜕

𝜕𝑡
+ 𝜏0

𝜕2

𝜕𝑡2 + 𝑡2
𝜕3

𝜕𝑡3 + 𝑡4
𝜕4

𝜕𝑡4) 𝑇 +

𝑇0𝛽 (𝑛1
𝜕

𝜕𝑡
+ 𝑛0𝜏0

𝜕2

𝜕𝑡2 + 𝑡2
𝜕3

𝜕𝑡3 + 𝑡4
𝜕4

𝜕𝑡4) 𝑒𝑘𝑘,
(7) 

In the Equations (1)–(7) 𝜆 and 𝜇 are lame’s constants, 𝜌 is the density, 𝐶𝐸 is the

specific heat at the constant strain, 𝑞𝑖, 𝑢𝑖 are heat flux and displacement components,
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and increase in temperature. 𝜎𝑖𝑗 are stress tensor components, 𝑆 is entropy per unit

mass, 𝐾 ′  is thermal conductivity, 𝑇 = 𝜃 − 𝑇0  is small increment in temperature,

where 𝑇0 reference temperature and 𝜃 absolute temperature with condition satisfied as

|𝑇/𝑇0| < 1, 𝑒𝑘𝑘 is the dilatation, 𝛽 = (3𝜆 + 2𝜇)𝛼𝑡, 𝛼𝑡coefficient of thermal linear

expansion, 𝜏0, 𝜏1, 𝜏𝑇 , 𝜏𝑞 , 𝜏𝑣 are thermal relaxation times with condition 𝜏1 ≥ 𝜏0 ≥

0, phase lags of temperature gradient, heat flux and thermal displacement gradient 

respectively, where 𝑛∗, 𝑛0, 𝑛1, 𝑡1, 𝑡3, 𝑡2, 𝑡4, 𝜏0, 𝜏1, are parameters.

Rayleigh wave propagation in a thermoelastic medium. The different theories are 

studied by using the values of parameters in Equations (3) and (7) as follows: 

1) Coupled theory (C-T) condition of thermoelasticity is obtained when.

𝑛∗ = n1 = 1, 𝑛0 = 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 𝜏0 = 𝜏1 = 0 (8) 

2) The Lord-Shulman (L-S) theory of thermoelasticity is obtained when.

𝑛∗ = 𝑛0 = 𝑛1 = 1, 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 𝜏1 = 0 (9) 

3) The Green- Lindsay (G-L) theory of thermoelasticity is obtained when.

𝑛∗ = 𝑛1 = 1, 𝑛0 = 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 0 (10) 

4) The Green-Nagdhi (Type-III) (G-N) theory of thermoelasticity is obtained

when. 

𝑛∗ > 0, n0 = 𝜏0 = 𝑡1 = 1, n1 = 𝑡2 = 𝑡3 = 𝑡4 = 𝜏1 = 0 (11) 

Put in Equation (7) results into equation: 

𝐾 ′ (𝑛∗ +
𝜕

𝜕𝑡
) 𝑇,𝑖𝑖 = 𝜌𝐶𝐸�̈� + 𝛽𝑇0�̈�𝑘𝑘 (12) 

Here 𝑛∗ = constant having a dimension
1

𝑠𝑒𝑐
 , �̇� = 𝜗 and 𝑛∗𝐾 ′ = 𝐾 ′∗ is a constant

characteristic of the theory. Equation (12) become. 

𝐾 ′∗𝑇,𝑖𝑖 + 𝐾 ′𝜗,𝑖𝑖 = 𝜌𝐶𝐸�̈� + 𝛽𝑇0�̈�𝑘𝑘 (13) 

Subcase: When 𝐾 ′ = 0  in Equation (13) Green-Nagdhi (Type-II) theory is

obtained. 

5) The two-phase-lag theory of thermoelasticity is obtained when.

𝑛∗ = 1, 𝑛0 =  n1 = 1, 𝜏1 = 𝑡3 = 𝑡4 = 0, 𝑡1 = 𝜏𝑇 ,  𝑡2 =
𝜏𝑞

2

2
, 𝜏0 = 𝜏𝑞

(14) 

6) The three-phase-lag theory of thermoelasticity is obtained when.

𝑛0= 𝜏0 = 1, 𝑛1= 𝜏1 = 0, 𝑡2 = 𝜏𝑞 , 𝑡1 = 1 + 𝑛∗𝜏𝜈, 𝑡3 = 𝜏𝑇 , 𝑡4 =
𝜏𝑞

2

2
(15) 

3. Formulation of problem

To solve the problem related to two-dimensional space, consider the

displacement vector  𝑢 = (𝑢1, 0, 𝑢3)  in medium. We define the following

dimensionless quantities: 

𝑇 ′ =
𝛽𝑇

𝜌𝑐1
2 , {𝑥𝑖

′ , 𝑢𝑖
′ } = {

𝜔1
∗𝑥𝑖

𝑐1
,
𝜔1

∗𝑢𝑖

𝑐1
}  𝑖 = 1, 3, 𝛻2 =

𝜕2

𝜕𝑥1
2 +

𝜕2

𝜕𝑥3
2 ,

𝑡 ′ = 𝜔1
∗𝑡, {𝜏0

′ , 𝜏1
′ , 𝜏𝑞

′ , 𝜏𝑣
′ , 𝜏𝑇

′ } = {𝜏0, 𝜏1, 𝜏𝑞 , 𝜏𝑣 , 𝜏𝑇}𝜔1
∗,

𝜎𝑖𝑗
′ =

𝜎𝑖𝑗

𝛽𝑇0
, 𝜔1

∗ =
𝜌𝐶𝐸𝐶1

2

𝐾 ′
,  𝐶1

2 =
𝜆 + 2𝜇

𝜌
,  𝐶2

2 =
𝜇

𝜌
, 𝛿2 =

𝐶2
2

𝐶1
2, 

(16) 

The displacement components in form of potential function 𝜙1, 𝜙2, 𝜙3can be

written as: 
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𝑢1 =
𝜕𝜙1

𝜕𝑥1
+

𝜕𝜙2

𝜕𝑥1
+

𝜕𝜙3

𝜕𝑥3
, 𝑢3 =

𝜕𝜙1

𝜕𝑥3
+

𝜕𝜙2

𝜕𝑥3
−

𝜕𝜙3

𝜕𝑥1
 (17) 

In Equations (3) and (7) with the help of (16), after suppressing the primes, apply 

the Equation (17) we obtain: 

(𝛻2 −
𝜕2

𝜕𝑡2) 𝜑 − (1 + 𝜏1

𝜕

𝜕𝑡
) 𝑇 = 0 (18) 

𝛻2𝜑3 −
1

𝛿2

𝜕2𝜑3

𝜕𝑡2
= 0 (19) 

(𝑚∗ + 𝑡1

𝜕

𝜕𝑡
+ 𝑡3

𝜕2

𝜕𝑡2) 𝛻2𝑇

= (𝑚1

𝜕

𝜕𝑡
+ 𝜏0

𝜕2

𝜕𝑡2
+ 𝑡2

𝜕3

𝜕𝑡3
+ 𝑡4

𝜕4

𝜕𝑡4) 𝑇

+
𝛽2𝑇0

𝜌2𝐶𝐸𝑐1
2 (𝑛1

𝜕

𝜕𝑡
+ 𝑛0𝜏0𝑐

𝜕2

𝜕𝑡2
+ 𝑡2𝑐2

𝜕3

𝜕𝑡3
+ 𝑡4𝑐3

𝜕4

𝜕𝑡4) 𝛻2𝜑

(20) 

4. Solution of problem

We assume, for propagation of harmonic wave in consider plane as:

{𝜙, 𝜙3, 𝑇}(𝑥1, 𝑥3, 𝑡) = {�̄�, �̄�3, �̄�}𝑒−𝑖𝜔𝑡 (21) 

Substitute the Equation (21) in Equations (18) and (20) and then simplified, we 

get: 

(𝑍1𝛻4 + 𝑍2𝛻2 + 𝑍3)�̄� = 0 (22) 

where: 

𝑍1 = 𝑆2, 𝑍2 = 𝑆2𝜔2 − 𝑆3 − 𝑆1𝑆4, 𝑍3 = −𝜔2𝑆3 𝑆1 = 1 − 𝜄�̇�𝜏1, 𝑆2

= (𝑛∗ − 𝜄�̇�1𝜔 − 𝑡3𝜔2)

𝑆3 = (−𝜄�̇�1𝜔 − 𝜏0𝜔2 + 𝜄�̇�2𝜔3 + 𝑡4𝜔4),

𝑆4 = (𝛽2𝑇0/𝜌2𝐶𝐸𝐶1
2)(−𝜄�̇�1𝜔 − 𝜏0𝑛0𝜔2 + 𝜄�̇�2𝜔3 + 𝑡4𝜔4),

General solution �̄� can be written as: 

�̄� = �̄�1 + �̄�2 (23) 

The potential  �̄�1, �̄�2 are solutions of equation given by:

[𝛻2 +
𝜔2

𝑉𝑖
2] �̄�𝑖 = 0,    𝑖 = 1,   2 (24) 

𝑉1, 𝑉2, are the velocities of longitudinal waves (𝑃and 𝑆𝑉wave), roots of equation:

𝑍3𝑉4 − 𝑍2𝜔2𝑉2 + 𝑍1𝜔4 = 0 (25) 

By using the Equation (21) in Equation (19) we get velocity of transverse wave 

𝑉3 = 𝛿 given by:

[𝛻2 +
𝜔2

𝑉3
2] �̄�3 = 0, (26) 

By using the Equations (7), (21), (23) and (24) we obtain: 

{𝜑, 𝑇} = ∑{1, 𝑚𝑖}𝜑𝑖,

2

𝑖=1

(27) 

where: 

𝑚𝑖 =
𝑆1𝑆4𝜔2

𝑆1𝑆2𝜔2 − 𝑆3𝑉𝑖
2 ,    𝑖 = 1,  2 
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The displacement potential 𝜙𝑖  for the propagation of harmonic wave with

exponential decay in a plane is given as: 

𝜑𝑖 = 𝐴𝑖𝑒
𝑖𝜔(

𝑥1+𝑞𝑖𝑥3
𝑐

−𝑡)
,    𝑖 = 1,  2,  3 (28) 

where: c is the apparent phase velocity and 𝑞𝑖 = √
𝑐2

𝑉𝑖
2 − 1,   𝑖 = 1,  2,  𝑞3 = √

𝑐2

𝛿2 − 1.

5. Boundary conditions

For the surface which is free from stress and insulated in nature.

Vanish normal and tangential stress component. 

𝜎33 = 0 (29) 

𝜎31 = 0 (30) 

Vanish of temperature gradient normal to insulated surface. 

𝜕𝑇

𝜕𝑥3
= 0 (31) 

By using the Equation (28) in Equations (29)–(31) with the help of Equations (1), 

(2), (17) and (27) we get system of three homogenous equations as: 

∑ 𝑐𝑖𝑘

3

𝑘=1

𝐴𝑘 = 0 (32) 

where: 

𝑐11 = −𝜔2𝛱1 + 2
𝜔2

ℎ
− 𝛽

𝑚1

𝜌
,  𝑐12 = −𝜔2𝛱2 + 2

𝜔2

ℎ
− 𝛽

𝑚2

𝜌
, 𝑐13 = 2

𝜔2𝑞3

ℎ
, 𝑐21

= 2𝑞1,  𝑐22 = 2𝑞2,  𝑐23 = 𝑞3
2 − 1,  𝑐31 = 𝑚1𝑞1,  𝑐32

= 𝑚2𝑞2,  𝑐33 = 0

A non-trivial solution of a homogeneous system of equations is obtained when 

the determinant of coefficients of Equation (32) vanishes. We get: 

(2 − ℎ)[(2 − 𝛱1ℎ) − 𝜂(2 − 𝛱2ℎ)(𝑞1/𝑞2)] = −4(1 − 𝜂)𝑞1𝑞3 (33) 

where: 

ℎ =
𝑐2

𝛿2
,   𝜂 =

𝑚1

𝑚2
,  𝛱𝑖 =

𝜆 + 2𝜇

𝜌𝑉𝑖
2 +

𝑚𝑖𝛼𝑡(1 − 𝑖𝜔𝜏1)

𝜔2
  , 𝑖 = 1,  2

In Equation (32) some terms are irrational due to this; it is not possible to solve 

it by using the algebraic method. To solve this equation, remove radicals by three 

squaring and manipulation, which reduce the given equation to an algebraic equation 

of degree 9, written as follows: 

∑ 𝑐𝑘

9

𝑘=0

ℎ
𝑘 = 0 (34) 

where: 

𝑐0 = 2𝑎0𝑎1 − 4(2𝑏0𝑏1 − 𝜀𝑠𝑏0
2)𝑝;

𝑐1 = 𝑎1
2 + 2𝑎0𝑎2 − 4(𝑏1

2 + 2𝑏0𝑏2 + 𝜀𝑝𝑏0
2 − 2𝜀𝑠𝑏0𝑏1),

𝑐2 = 2(𝑎0𝑎3 + 𝑎2𝑎1) − 4 (2𝑏0𝑏3 + 2𝑏1𝑏2 + 2𝜀𝑝𝑏0𝑏1 − 𝜀𝑠(𝑏1
2 + 2𝑏0𝑏2)) ,

𝑐3 = 𝑎2
2 + 2𝑎1𝑎3 + 2𝑎0𝑎4 − 4[𝑏2

2 + 2𝑏1𝑏3 + 2𝑏0𝑏4 + 𝜀𝑝(𝑏1
2 + 2𝑏0𝑏2) −

2𝜀𝑠(𝑏1𝑏2 + 𝑏0𝑏3)],
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𝑐4 = 2(𝑎0𝑎5 + 𝑎1𝑎4 + 𝑎2𝑎3) − 4[2𝑏1𝑏4 + 2𝑏2𝑏3 + 2𝜀𝑝𝑏0𝑏3 + 2𝜀𝑝𝑏1𝑏2 −

𝜀𝑠(𝑏2
2 + 2𝑏1𝑏3 + 2𝑏0𝑏4)],

𝑐5 = 𝑎3
2 + 2𝑎1𝑎5 + 2𝑎2𝑎4 − 4[𝑏3

2 + 2𝑏2𝑏4 + 𝜀𝑝(𝑏2
2 + 2𝑏1𝑏3 + 2𝑏0𝑏4) −

2𝜀𝑠(𝑏2𝑏3 + 𝑏1𝑏4)],

𝑐6 = 2(𝑎3𝑎4 + 𝑎2𝑎5) − 4[2𝑏3𝑏4 + 2𝜀𝑝(𝑏2𝑏3 + 𝑏1𝑏4) − 𝜀𝑠(2𝑏2𝑏4 + 𝑏3
2)],

𝑐7 = 𝑎4
2 + 2𝑎3𝑎5 − 4[𝑏4

2 + 𝜀𝑝(2𝑏2𝑏4 + 𝑏3
2) − 2𝜀𝑠𝑏4𝑏3],

𝑐8 = 2𝑎4𝑎5 − 4(2𝜀𝑝𝑏4𝑏3 − 𝜀𝑠𝑏4
2), 𝑐9 = 𝑎5

2 − 4𝜀𝑝𝑏4
2,

𝑎0 = 32𝜂, 𝑎1 = 16[𝑔1 + 𝜂𝑔2 − 𝜀2 − 𝜂2𝜀1 + (1 − 𝜂)2(1 + 𝜀𝑠)],

𝑎2 = 4(𝑔1
2 + 𝑔2

2) + 8(𝛱1 + 𝑛2𝛱2) − 16[𝑔1𝜀2 + 𝑛𝑔2𝜀1 + (1 − 𝑛)2(𝜀𝑝 + 𝜀𝑠)],

𝑎3 = 4(𝛱1𝑔1 + 𝛱2𝑔2𝑛 − 𝑔1
2𝜀2 − 𝑔2

2𝜀1) − 8(𝛱1𝜀2 + 𝑛𝛱2𝜀1) + 16(1 − 𝑛)2𝜀𝑝,

𝑎4 = 𝛱1
2 + 𝑛𝛱2

2 − 4(𝜀2𝑔1𝛱1 + 𝑛𝜀1𝑔2𝛱2), 𝑎5 = −(𝛱1
2𝜀2 + 𝑛2𝛱2

2𝜀1)

𝑏0 = 16𝜂, 𝑏1 = 8(𝑔2 + 𝜂𝑔1),  𝑏2 = 4𝜂(𝛱1 + 𝛱2) + 4𝑔1𝑔2, 

𝑏3 = 2(𝛱1𝑔2 + 𝜂𝛱2𝑔1),  𝑏4 = 𝜂𝛱1𝛱2, 𝑔1 = −(1 + 𝛱1),  𝑔2 = −𝜂(1 + 𝛱2), 

𝜀𝑠 = 𝜀1 + 𝜀2, 𝜀𝑝 = 𝜀1𝜀2,  𝜀𝑖 = (
𝛿

𝑉𝑖
)

2

,  𝑖 = 1,  2. 

An algebraic Equation (34) gives seven complex roots, of which some are added 

during the removal of radicals. These roots are identified and separated by not 

satisfying the original dispersion Equation (33). The remaining roots that satisfied 

Equation (33) are considered for decay of the wave field with an increase of 𝑥3 in the

medium. These roots are satisfied, and both the Equations (33) and (34) represent the 

propagation and existence of Rayleigh waves in an insulated plane boundary of a 

thermoelastic medium. The coefficient 𝑐𝑖  depends upon 𝜔  therefore, the phase

velocity 𝑉 calculated from a root of Equation (32) is also a function of 𝜔. This implies 

the dispersive behavior of the Rayleigh wave on an insulated surface in a thermoelastic 

medium. 

By following Sharma [39], the phase velocity and attenuation coefficient can be 

calculated as: 

Phase Velocity: 

𝑉 =
|𝑐2|

𝑅𝑒(𝑐)
=

𝛿|ℎ|

𝑅𝑒(√ℎ)
(35) 

Attenuation Coefficient: 

𝑄−1 =
𝐼𝑚(1/𝑐2)

𝑅𝑒(1/𝑐2)
= −

𝐼𝑚(ℎ)

𝑅𝑒(ℎ)
(36) 

Path of surface Particles: 

𝜑𝑖 = 𝐴1𝛾𝑖𝑒 �̇�(𝑘𝑥1−𝜔𝑡)+�̇�𝑘𝑥3𝑞𝑖 , 𝑖 = 1,2,3 (37) 

where: 𝛾𝑖 = 𝐴𝑖/𝐴1,    𝑖 = 1,2,3  are solution of Equation (30) and 𝑘 = 𝜔/𝑐  is the

complex number. 

where: 𝛾1 = 1, 𝛾2 = −𝜂𝑞1/𝑞2,  𝛾3 = 2𝑞1 (
𝜂−1

𝑞3
2−1

), 

By using Equation (37) in Equations (17) and (23), we get: 

(𝑢1, 𝑢3) = (|𝑈0|𝑒 �̇� 𝑎𝑟𝑔 𝑈0 , |𝑊0|𝑒 �̇� 𝑎𝑟𝑔 𝑊0)𝑒 �̇�(𝑘𝑥1−𝜔𝑡) (38) 

(
𝑈0

𝑊0
) = (

𝜄[̇𝛾1𝑒 �̇�𝑘𝑅𝑥3𝛿1 + 𝛾2𝑒 �̇�𝑘𝑅𝑥3𝛿2 + 𝛾3𝑞3𝑒 �̇�𝑘𝑅𝑥3𝛿3]

[𝛾1𝑞1𝑒 �̇�𝑘𝑅𝑥3𝛿1 + 𝛾2𝑞2𝑒 �̇�𝑘𝑅𝑥3𝛿2 − 𝛾3𝑒 �̇�𝑘𝑅𝑥3𝛿3]
) 𝑘𝐴1𝑒 �̇�(𝑘𝑥1−𝜔𝑡) (39) 
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where: 𝛿𝑖 = (1 − 𝜄̇
𝑐𝐼

𝑐𝑅
) 𝑞𝑖,  𝑖 = 1,  2,  3.

R is used for real part and I is used for imaginary part of complex quantity, 𝐾 is 

wave number. 

By using Equations (37) and (27), we get: 

𝑇 = |𝑇0|𝑒 �̇� 𝑎𝑟𝑔 𝑇0𝑒 �̇�(𝑘𝑥1−𝜔𝑡) (40) 

𝑇0 = 𝐴1(𝑚1𝛾1𝑒 �̇�𝑘𝑅𝑥3𝛿1 + 𝑚2𝛾2𝑒 �̇�𝑘𝑅𝑥3𝛿2) (41) 

On the boundary surface 𝑥3 = 0 the Equation (38) by considering real part we

get: 

𝑈 = |𝑈0|𝑒−𝑘𝐼𝑥1 𝑐𝑜𝑠(𝑎𝑟𝑔 𝑈0 + 𝛷) ,   𝑊 = |𝑊0|𝑒−𝑘𝐼𝑥1 sin(𝑎𝑟𝑔 𝑊0 + 𝛷) (42) 

𝛷 = 𝐾𝑅𝑥 − 𝜔𝑡  parameter varies in (0,2π) to show the path traced. By using

Equations (28) in parametric form traces elliptical path. 

Special cases 

Case 1: To obtain the secular equation for Coupled theory of thermoelasticity. 

Put 𝑛∗ = n1 = 1, 𝑛0 = 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 𝜏0 = 𝜏1 = 0, in Equation (25).

For 𝛱1 = 0,  𝜂 = 0  Equation (33) reduces to equation (2 − ℎ)2 = −4𝑞1𝑞3

which represents Rayleigh wave propagation in elastic medium. Similar to Ewing et 

al. [40]. 

Case 2: When the condition 𝑛∗ = 𝑛0 = 𝑛1 = 1, 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 𝜏1 = 0,

with one relaxation of time, applied in Equation (25), yields the secular equation for 

L-S theory of thermoelasticity.

Case 3: When the condition 𝑛∗ = 𝑛1 = 1, 𝑛0 = 𝑡1 = 𝑡2 = 𝑡3 = 𝑡4 = 0, with

two relaxations of times, applied in Equation (25), yields the secular equation for the 

G-L theory of thermoelasticity.

Case 4: When the condition 𝑛∗ > 0, n0 = 𝜏0 = 𝑡1 = 1, n1 = 𝑡2 = 𝑡3 = 𝑡4 =

𝜏1 = 0,  applied in Equation (25), we obtained G-N (Type-III) theory of

thermoelasticity. 

Case 5: To obtain secular equation for Two-phase lag theory of thermoelasticity 

apply 𝑛∗ = 1, 𝑛0 = 𝑛1 = 1, 𝜏1 = 𝑡3 = 𝑡4 = 0, 𝑡1 = 𝜏𝑇 ,  𝑡2 =
𝜏𝑞

2

2
, 𝜏0 = 𝜏𝑞 ,  in 

Equation (25). 

Case 6: To obtain secular equation for three-phase lag theory of thermoelasticity 

apply 𝑛0= 𝜏0 = 1, 𝑛1 =  𝜏1 = 0, 𝑡2 = 𝜏𝑞 , 𝑡1 = 1 + 𝑛∗𝜏𝜈, 𝑡3 = 𝜏𝑇 , 𝑡4 =
𝜏𝑞

2

2
,  in 

Equation (25). 

6. Numerical results and discussion

6.1. Findings of phase velocity, attenuation coefficient 

The software MATLAB is used to compare phase velocity and attenuation 

coefficient for the different theories of thermoelasticity by using frequencies in the 

range of 0.1 Hz to 59.1 Hz. 

Now we find numerical results by using physical constants of copper material, 

followed by [39], which are given below: 
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𝜆 = 77.6 GPa,   𝑇0 = 318 K, 𝛼𝑡 = 1.78 × 10−5K−1,   𝜇 = 38.6 GPa, CE

= 383 J Kg−1/K,    𝜌 = 8920 kg/m3,  𝐾 ′ = 400Wm−1

The relaxation time is given below: 

𝜏0 = 0.1 s, 𝜏1 = 0.2 s, 𝜏𝑞 = 0.6 s, 𝜏𝑇 = 0.4 s, 𝜏𝑣 = 0.5 s,  𝑛∗

= 0.38710  sec−1. 

The output of the program is shown in Tables 1 and 2 for comparing different 

theories of thermoelasticity with frequency. 

Table 1. Value of phase velocity (V) w.r.t frequency 𝜔 in context of different theories of thermoelasticity. 

Frequency 𝝎 C-T (V) L-S (V) G-L (V) G-N (V) DPL (V) TPL (V) 

0.1 0.4923 0.492 0.4908 0.45 0.4917 0.45 

1.1 0.437 0.4405 0.4495 0.4544 0.4511 0.4505 

2.1 0.4526 0.4596 0.5079 0.4551 0.4985 0.5291 

3.1 0.4662 0.4775 0.5152 0.3173 0.3939 0.3975 

4.1 0.4765 0.4928 0.4863 0.2416 0.2883 0.3177 

5.1 0.4843 0.4742 0.4305 0.1948 0.2211 0.2628 

6.1 0.5676 0.4149 0.3712 0.1631 0.1761 0.2233 

7.1 0.5267 0.3691 0.3217 0.1403 0.1444 0.1938 

8.1 0.4935 0.3324 0.2825 0.1231 0.1212 0.1709 

9.1 0.4658 0.3025 0.2514 0.1096 0.1036 0.1528 

10.1 0.4423 0.2774 0.2262 0.0988 0.0899 0.1381 

11.1 0.422 0.2561 0.2055 0.0899 0.0789 0.126 

12.1 0.4043 0.2378 0.1882 0.0825 0.07 0.1158 

13.1 0.3887 0.2219 0.1736 0.0762 0.0627 0.1071 

14.1 0.3747 0.208 0.1611 0.0708 0.0566 0.0996 

15.1 0.3621 0.1957 0.1502 0.0661 0.0514 0.0931 

16.1 0.3507 0.1847 0.1407 0.062 0.0469 0.0874 

17.1 0.3403 0.1749 0.1323 0.0584 0.0431 0.0823 

18.1 0.3308 0.166 0.1249 0.0552 0.0398 0.0778 

19.1 0.3221 0.158 0.1182 0.0523 0.0368 0.0738 

20.1 0.314 0.1507 0.1123 0.0497 0.0343 0.0701 

21.1 0.3065 0.144 0.1068 0.0474 0.032 0.0668 

22.1 0.2995 0.1379 0.1019 0.0452 0.0299 0.0638 

23.1 0.2929 0.1323 0.0975 0.0433 0.0281 0.0611 

24.1 0.2868 0.1271 0.0933 0.0415 0.0264 0.0585 

25.1 0.281 0.1223 0.0896 0.0398 0.0249 0.0562 

26.1 0.2756 0.1178 0.0861 0.0383 0.0235 0.0541 

27.1 0.2705 0.1137 0.0829 0.0369 0.0223 0.0521 

28.1 0.2656 0.1098 0.0799 0.0356 0.0212 0.0502 

29.1 0.261 0.1062 0.0771 0.0343 0.0201 0.0485 

30.1 0.2567 0.1028 0.0745 0.0332 0.0192 0.0469 

31.1 0.2525 0.0996 0.0721 0.0321 0.0183 0.0454 

32.1 0.2485 0.0966 0.0698 0.0311 0.0174 0.044 
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Table 1. (Continued). 

Frequency 𝝎 C-T (V) L-S (V) G-L (V) G-N (V) DPL (V) TPL (V) 

33.1 0.2448 0.0938 0.0677 0.0302 0.0167 0.0427 

34.1 0.2412 0.0911 0.0657 0.0293 0.016 0.0414 

35.1 0.2377 0.0886 0.0638 0.0285 0.0153 0.0402 

36.1 0.2344 0.0862 0.062 0.0277 0.0147 0.0391 

37.1 0.2312 0.084 0.0603 0.0269 0.0141 0.0381 

38.1 0.2282 0.0818 0.0587 0.0262 0.0136 0.0371 

39.1 0.2252 0.0798 0.0572 0.0256 0.0131 0.0361 

40.1 0.2224 0.0778 0.0557 0.0249 0.0126 0.0352 

41.1 0.2197 0.076 0.0544 0.0243 0.0122 0.0344 

42.1 0.2171 0.0742 0.0531 0.0237 0.0117 0.0336 

43.1 0.2145 0.0725 0.0518 0.0232 0.0113 0.0328 

44.1 0.2121 0.0709 0.0506 0.0227 0.011 0.032 

45.1 0.2097 0.0694 0.0495 0.0222 0.0106 0.0313 

46.1 0.2074 0.0679 0.0484 0.0217 0.0103 0.0307 

47.1 0.2052 0.0665 0.0474 0.0212 0.01 0.03 

48.1 0.2031 0.0651 0.0464 0.0208 0.0097 0.0294 

49.1 0.201 0.0638 0.0454 0.0204 0.0094 0.0288 

50.1 0.199 0.0626 0.0445 0.02 0.0091 0.0282 

51.1 0.197 0.0614 0.0437 0.0196 0.0088 0.0277 

52.1 0.1951 0.0602 0.0428 0.0192 0.0086 0.0271 

53.1 0.1933 0.0591 0.042 0.0188 0.0084 0.0266 

54.1 0.1915 0.058 0.0412 0.0185 0.0081 0.0261 

55.1 0.1898 0.057 0.0405 0.0181 0.0079 0.0257 

56.1 0.1881 0.056 0.0397 0.0178 0.0077 0.0252 

57.1 0.1864 0.055 0.039 0.0175 0.0075 0.0248 

58.1 0.1848 0.0541 0.0384 0.0172 0.0073 0.0243 

59.1 0.1832 0.0532 0.0377 0.0169 0.0071 0.0239 

Table 1 is used to present the findings graphically for comparison of different 

theories of thermoelasticity. Figure 1 shows the variation of the phase velocity with 

respect to frequency for different theories of thermoelasticity. In Figures 1 and 2, the 

solid blue line, red dash line, green dash line with asterisk, red dash line with circle, 

dark green only asterisk, and sky blue with plus sign correspond respectively to the 

coupled theory (C-T), Lord-Shulman theory (L-S), Green-Lincoln theory (G-L), 

Green-Naghdi (Type-III) theory (G-N), two-phase lag theory (DPL), and three-phase 

lag theory (TPL) of thermoelasticity. 

Figure 1 depicts that the phase velocities decrease in all theories smoothly and 

finally give constant values with an increase in frequency. 𝜔 = 0.1 all theories give 

phase velocity near 0.49 except G-N and three-phase-lag theories, which have little 

less value in comparison to others. The maximum value of V is attained by coupled 

theory, and the minimum value is given by two-phase lag theory. Phase velocities 

given by different Theories follow a pattern: at every fixed value of frequency, 
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descending values of phase velocity are obtained by theories in the following order: 

coupled theory, L-S theory, G-L theory, three-phase lag theory, G-N theory, and at the 

last, two-phase lag theory. In the case of coupled theory, phase velocity takes a curved 

shape in the range 5.1 ≤ 𝜔 ≤ 8.1. Two-phase-lag theory and G-N theory overlap each 

other in the range 3.1 ≤ 𝜔 ≤ 6.1as phase velocities are very close to each other. 

Figure 1. Variation of phase velocities 𝑉 (m/s) with frequency 𝜔 (Hz) for different 

theories of thermoelasticity. 

Table 2 is used to present the findings graphically for comparison of different 

theories of thermoelasticity. From Figure 2, it is depicted that in the case of coupled 

theory, the value of the attenuation coefficient jumped directly to 6.7789 from −0.1697 

and was constant in the range 8.1 ≤ 𝜔 ≤ 59.1 up to one decimal place. 

Figure 2. Variation of attenuation coefficient 𝑄−1 with frequency 𝜔 (Hz) for

theories. 
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Table 2. Value of Attenuation coefficient 𝑄−1 w.r.t frequency 𝜔 in context of different theories of thermoelasticity.

Frequency 𝝎 𝑸−𝟏 (C−T) 𝑸−𝟏 (L−S) 𝑸−𝟏 (G−L) 𝑸−𝟏 (G−N) 𝑸−𝟏 (DPL) 𝑸−𝟏 (TPL)

0.1 −0.1047 −0.1039 −0.1044 −0.0238 −0.103 0.45 

1.1 −0.1101 −0.1071 0.1503 0.0204 −0.0643 0.4505 

2.1 −0.1176 −0.1233 0.0975 −0.0719 −0.0053 0.5291 

3.1 −0.1386 −0.1563 −0.0444 −0.0479 −0.3867 0.3975 

4.1 −0.1562 −0.1916 −0.1856 −0.0379 −0.7994 0.3177 

5.1 −0.1697 1.4524 −0.3295 −0.0318 −1.1739 0.2628 

6.1 6.7789 1.271 −0.4536 −0.0275 −1.5272 0.2233 

7.1 6.9052 1.1323 −0.551 −0.0243 −1.8671 0.1938 

8.1 7.0003 1.0217 −0.6278 −0.0217 −2.1979 0.1709 

9.1 7.0742 0.931 −0.6897 −0.0197 −2.5224 0.1528 

10.1 7.1333 0.855 −0.7407 −0.018 −2.8423 0.1381 

11.1 7.1815 0.7904 −0.7834 −0.0166 −3.1588 0.126 

12.1 7.2215 0.7348 −0.8199 −0.0154 −3.4726 0.1158 

13.1 7.2552 0.6864 −0.8513 −0.0143 −3.7844 0.1071 

14.1 7.284 0.6439 −0.8787 −0.0134 −4.0946 0.0996 

15.1 7.3087 0.6063 −0.9028 −0.0126 −4.4034 0.0931 

16.1 7.3302 0.5728 −0.9241 −0.0119 −4.7112 0.0874 

17.1 7.3491 0.5428 −0.9432 −0.0113 −5.018 0.0823 

18.1 7.3657 0.5157 −0.9604 −0.0107 −5.3242 0.0778 

19.1 7.3804 0.4911 −0.9758 −0.0102 −5.6297 0.0738 

20.1 7.3935 0.4688 −0.9899 −0.0098 −5.9346 0.0701 

21.1 7.4053 0.4484 −1.0027 −0.0094 −6.2391 0.0668 

22.1 7.4159 0.4296 −1.0145 −0.009 −6.5432 0.0638 

23.1 7.4255 0.4124 −1.0253 −0.0086 −6.8469 0.0611 

24.1 7.4342 0.3965 −1.0352 −0.0083 −7.1503 0.0585 

25.1 7.4422 0.3817 −1.0444 −0.008 −7.4535 0.0562 

26.1 7.4494 0.368 −1.053 −0.0077 −7.7564 0.0541 

27.1 7.4561 0.3552 −1.0609 −0.0074 −8.0591 0.0521 

28.1 7.4622 0.3433 −1.0683 −0.0072 −8.3616 0.0502 

29.1 7.4679 0.3321 −1.0753 −0.007 −8.664 0.0485 

30.1 7.4731 0.3216 −1.0818 −0.0067 −8.9662 0.0469 

31.1 7.478 0.3118 −1.0879 −0.0065 −9.2682 0.0454 

32.1 7.4825 0.3026 −1.0936 −0.0064 −9.5701 0.044 

33.1 7.4867 0.2938 −1.099 −0.0062 −9.8719 0.0427 

34.1 7.4906 0.2856 −1.1041 −0.006 −10.1736 0.0414 

35.1 7.4943 0.2778 −1.1089 −0.0058 −10.4752 0.0402 

36.1 7.4977 0.2704 −1.1135 −0.0057 −10.7767 0.0391 

37.1 7.5009 0.2634 −1.1178 −0.0056 −11.0782 0.0381 

38.1 7.5039 0.2567 −1.122 −0.0054 −11.3795 0.0371 

39.1 7.5068 0.2504 −1.1259 −0.0053 −11.6808 0.0361 

40.1 7.5095 0.2444 −1.1296 −0.0052 −11.982 0.0352 
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Table 2. (Continued). 

Frequency 𝝎 𝑸−𝟏 (C−T) 𝑸−𝟏 (L−S) 𝑸−𝟏 (G−L) 𝑸−𝟏 (G−N) 𝑸−𝟏 (DPL) 𝑸−𝟏 (TPL)

41.1 7.512 0.2386 −1.1332 −0.005 −12.2832 0.0344 

42.1 7.5144 0.2331 −1.1366 −0.0049 −12.5843 0.0336 

43.1 7.5167 0.2279 −1.1398 −0.0048 −12.8854 0.0328 

44.1 7.5188 0.2229 −1.1429 −0.0047 −13.1864 0.032 

45.1 7.5208 0.2181 −1.1459 −0.0046 −13.4873 0.0313 

46.1 7.5228 0.2135 −1.1487 −0.0045 −13.7883 0.0307 

47.1 7.5246 0.209 −1.1514 −0.0044 −14.0892 0.03 

48.1 7.5263 0.2048 −1.154 −0.0044 −14.39 0.0294 

49.1 7.528 0.2007 −1.1566 −0.0043 −14.6908 0.0288 

50.1 7.5296 0.1968 −1.159 −0.0042 −14.9916 0.0282 

51.1 7.5311 0.1931 −1.1613 −0.0041 −15.2923 0.0277 

52.1 7.5325 0.1895 −1.1635 −0.004 −15.5931 0.0271 

53.1 7.5339 0.186 −1.1657 −0.004 −15.8938 0.0266 

54.1 7.5352 0.1826 −1.1678 −0.0039 −16.1944 0.0261 

55.1 7.5365 0.1794 −1.1698 −0.0038 −16.4951 0.0257 

56.1 7.5377 0.1762 −1.1717 −0.0038 −16.7957 0.0252 

57.1 7.5389 0.1732 −1.1736 −0.0037 −17.0963 0.0248 

58.1 7.54 0.1703 −1.1754 −0.0036 −17.3969 0.0243 

59.1 7.541 0.1674 −1.1771 −0.0036 −17.6974 0.0239 

In the case of two-phase lag theory, a straight line is obtained with a decreasing 

slope as the value of the attenuation coefficient decreases smoothly with an increase 

in frequency along the negative axis. For the G-L theory, negative values of the 

attenuation coefficient were obtained with small differences in values and the same 

for up to one decimal place for increased frequency due to this straight line appearing. 

The values obtained by L-S and three-phase-lag theories are positive and near to zero 

within the range of frequency. In the case of the G-N theory, the negative value of the 

attenuation coefficient obtained very close to zero for increasing values of frequency. 

Due to the above L-S, G-N, and three-phase-lag theories, they overlap each other. 

6.2. Findings of path of particle 

All the special cases discussed in the form of different theories of thermoelasticity 

are presented graphically by using the output of MATLAB software in Figures 3–8. 

The polarization of particle motion in two-dimensional space is represented by (𝑈, 𝑊). 

Physical data of copper material used with frequency 𝜔 = 2π and parameter 

𝛷 varies in (0,2π) . Different depths vary as follows: 𝐾𝑅𝑥3 = 0,  15,  45 . The

coefficient of thermal linear expansion varies as follows: 𝛼𝑡 = (1.78 × 𝑒−2,  1.78 ×

𝑒−3,  1.78 × 𝑒−4) K−1. For one fixed value of depth, we present three figures for three

different Coefficient of thermal linear expansion in such a way 9 figures obtained for 

three different depths in each of Figures 3–8. Computed for coupled theory, L-S 

theory, G-L theory, G-N theory, two-phase-lag model, and three-phase-lag model of 

thermoelasticity. 
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Figure 3. Variation of particle motion (𝑈, 𝑊) with depth 𝐾𝑅𝑥3 = 0,15,45 for

Couple theory of thermoelasticity and for L-S theory of thermoelasticity 

respectively. 

Figure 4. Variation of particle motion (𝑈, 𝑊) with depth 𝐾𝑅𝑥3 = 0,15,45 for

Couple theory of thermoelasticity and for L-S theory of thermoelasticity 

respectively. 
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Figure 5. Variation of particle motion (𝑈, 𝑊) with depth 𝐾𝑅𝑥3 = 0,15,45 for G-L

theory of thermoelasticity and for G-N theory of thermoelasticity. 

Figure 6. Variation of particle motion (𝑈, 𝑊) with depth 𝐾𝑅𝑥3 = 0,15,45 for G-L

theory of thermoelasticity and for G-N theory of thermoelasticity. 

The effects of αt on tilted particle motion at different depths are illustrated in 

Figures 3–8. It is noted that in the coupled, G-L, and two-phase-lag theories, the 

amplitude of the Rayleigh wave increases with an increase in values of αt. The G-N 

theory shows a constant, and the remaining theories show a decrease in amplitude with 

an increase in thermal conductivity. 
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The elliptic path does not change with changes in depth or theories of 

thermoelasticity. In the case of G-N theory, the amplitude of the Rayleigh wave 

increases with an increase in the value of depth. The difference in plots of columns is 

observed as the motion of particle polarization and amplitude are very sensitive to any 

change in thermal conductivity. Fluctuations are observed in amplitude with depth, as 

is observed in other theories. Maximum tilt in the case of three-phase-lag theory 

increases with an increase in depth. 

Figure 7. Variation of particle motion (U, W) with depth 𝐾𝑅𝑥3 = 0,  15,  45 for two

phase lag and for three phase lag theory of thermoelasticity. 

Figure 8. Variation of particle motion (U, W) with depth 𝐾𝑅𝑥3 = 0,15,45 for two

phase lag and for three phase lag theory of thermoelasticity. 
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7. Conclusion

In this manuscript, the compact form of the heat conduction equation is used to

study the coupled L-S, G-L, G-N, two-phase-lag, and three-phase-lag models of 

thermoelasticity in the propagation of the Rayleigh wave in an isotropic homogenous 

medium. For insulated surfaces, the dispersion equation is obtained with irrational 

terms. To obtain a polynomial equation, the dispersion equation is rationalized. Roots 

are filters that satisfy both equations by checking their decay properties with depth. 

The comparison of different theories is significant for studying the characteristic 

properties of the Rayleigh wave. 

The phase velocity, attenuation coefficient, and path of particle motion are 

calculated numerically and presented graphically to compare different theories of 

thermoelasticity. 

The thermally insulated surface reduces the speed of the Ryleigh wave; on the 

other hand, millions of folds’ increases may be noticed in cases of attenuation of the 

wave. 

It is observed that the phase velocity attains its maximum value in the case of 

coupled theory and its minimum value in the case of two-phase-lag theory. All theories 

show a smooth, decreasing curve with increasing frequency. 

For coupled theory, an instant increase and then constant values of the attenuation 

coefficient are observed, whereas in the case of two-phase-lag theory, a decreasing 

slope line is observed with increasing frequency. In the other four theories, values are 

very close to zero due to this overlapping. 

The effect of different theories is significant for the particle motion of the 

Rayleigh wave and shows an elliptic path for different depths and the coefficient of 

thermal linear expansion. The Rayleigh wave is one of the surface waves, which is 

very helpful for studying various aspects of an earthquake. 
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Abstract: This paper concerns a miniature gasifier fed with a constant ambient-pressure flow 

of air to study the pyrolysis and subsequent combustion stage of a single wood pellet at T = 

800 ℃. The alkali release and the concentration of simple gases were recorded 

simultaneously using an improved alkali surface ionisation detector and a mass spectrometer 

in time steps of 1 s and 1.2 s, respectively. It showed alkali release during both stages. During 

combustion, the MS data showed almost complete oxidation of the charred pellet to CO2. The 

derived alkali release, “O2 consumed”, and “CO2 produced” conversion rates all indicated 

very similar temporal growth and coalescence features with respect to the varying char pore 

surface area underlying the original random pore model of Bhatia and Perlmutter. But, also 

large, rapid signal accelerations near the end and marked peak-tails with O2 and CO2 after 

that, but not with the alkali release data. The latter features appear indicative of alkali–

deprived char attributable to the preceding pyrolysis with flowing air. Except for the peak-

tails, all other features were reproduced well with the modified model equations of Struis et 

al. and the parameter values resembled closely those reported for fir charcoal gasified with 

CO2 at T = 800 ℃. 

Keywords: wood pellet; pyrolysis; combustion; alkalis; surface ionisation detector; random 

pore model; alkali deprivation 

1. Introduction

When using natural or waste wood in thermo-chemical conversion processes, a

number of heteroatoms (e.g., sulfur, chlorine, mainly potassium, with or without 

metal contaminants) may hinder the processes, as well as, pose a threat to equipment 

and/or the environment. Due to the often strongly heterogeneous composition of the 

feedstocks and high dynamics of thermo-chemical reactions, the elemental 

concentrations in process gases show a high temporal variability. In order to 

accurately characterize such changes, efficient and representative sampling methods 

and analytical instruments with a high sensitivity and time resolution are necessary. 

To this purpose, a miniature thermo-chemical reactor (MTR) had been developed 

and constructed at PSI to study the pyrolysis and subsequent combustion of single 

commercial-sized wood pellets under a constant flow of ambient-pressure air at T = 

800 ℃. During the run, the amount of alkalis released with the reactor gas was 

monitored using an improved alkali surface ionisation detector (SID II) in time steps 

of about 1 s, and the evolution of simple gases by mass-to-charge ratios recorded 
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with a MS every 1.2 s. After several numerically executed steps and conversions (see 

further on), the resulting alkali release, “O2 consumed” and “CO2 produced” rate 

course data with the combustion-specific stage were each compared in view of the 

modified random pore model of Struis et al. [1] and with the weight loss data of 

wood char from a pre-pyrolysed fir lath piece recorded during gasification with CO2 

at T = 800 ℃ in a TGA [1–3]. 

Thermo-chemical conversion processes with woody feedstock 

During thermal conversion of woody feedstock, four stages can occur 

consecutively as a function of time with increasing temperature [4,5]: 

(1) Heating and drying (up to T = 200 ℃). (2) Pyrolysis (starting from T =

200 ℃) by thermal decomposition of biomass macromolecules in the absence of an 

oxidant. (3) Gasifcation (starting from T = 400 ℃) by partial oxidation by an 

understochiometric amount of oxidant. Or, (4) Combustion (starting here from T = 

800 ℃) by exhaustive oxidation with at least a stoichiometric amount of oxidant. 

Clearly, also overlap between stages (2–4) does occur. The four stages are depicted 

in Figure 1, including simple volatile components evolving from drying, pyrolysis, 

gasification, or combustion, towards the formation of wood ash at the end. The 

figure also shows another fresh wood pellet before combustion in air (λ = air-to-fuel 

ratio), after drying, after pyrolysis in N2, and the wood ash at the end. 

Figure 1. Stages of thermo-chemical conversion of a wood pellet. 

2. Materials and methods

2.1. Chemical physical characteristics of the wood pellets 

The wood pellets were bought from Buerli Trocknungsanlage (drying plant), 

Alberswil, Switzerland [6]. The pellets have a density of 1.2 kg/dm3, a diameter of 6 

mm, a length of around 2 cm, and water content below 10% by weight. A pellet 

weighing 0.70 ± 0.01 g was selected for the miniature gasifier run and with more 

pellets in other runs using a bubbling fluidized bed gasifier. The chemical 

composition of the wood pellet batch in question with respect to C, H, O, N, S, Cl, 

K, and Na is shown in Table 1. The pellet composition agrees well with that of most 
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temperate-climate woods. It also shows that potassium is the predominant alkali 

element. 

Table 1. Chemical composition of the wood pellets used in this work (C, H, O, N, S 

from Wellinger et al. [7], together with own results for K and Na with wood pellet 

ash. 

Element concentration of the wood pellets 

C [Wt.-%] 47.31 

H [Wt.-%] 6.23 

O [Wt.-%] 44.44 

N [Wt.-%] 0.18 

S [Wt.-%] 0.01 

Cl [Wt.-%] < 0.02 

K [µg/g] 551 

Na [µg/g] 28 

2.2. Overview of the experimental, sampling and measuring setup 

The miniature thermo-chemical reactor (MTR, or simply “miniature gasifier”), 

alkali ionisation detector (SID II), continuous gas washer, and MS were setup 

according to the flow sheet shown in Figure 2. The gasification run was performed 

with a 750 mlN/min flow of air under atmospheric pressure at room temperature. The 

air was supplied by an in-house filtering and compressor unit fed with ambient air. 

The air flow was led to the heated MTR. After stabilisation of gas flow and 

gasification temperature (T = 800 ℃) with the MTR, one wood pellet was injected 

into the reactor through a vertical drop. Because a short length of sampling line is 

crucial when conducting direct gas measurements, the SID II was placed within 0.5 

m distance from the gas outlet of the reactor. The remaining part of the reactor gas 

was directed to the continuous gas washer, operated at low temperature (T = −10 ℃) 

and elevated pressure (P < 5 bar), to separate particulate and condensable matter. 

The non-volatile (“permanent”) gases remaining after washing were then transported 

through sampling lines to the SID II and the MS, and they did neither affect the 

alkali nor the non-volatile gas transport efficiency. 

2.3. Miniature thermo-chemical reactor 

The design, construction, and experiments with a novel single pellet gasifier 

were the scope of the PhD thesis of Johannes and Judex at PSI [8]. The reactor was 

made from Inconel® to withstand the high temperatures during the run. The reaction 

chamber has a diameter of 16 mm and a height of 100 mm. The MTR is positioned 

inside a cylindrical furnace that can be heated electrically to the desired temperature 

to maximally T = 970 ℃. The gasification agent (here ambient air) enters from the 

bottom through a distributor that at the same time serves as grate for the pellet. The 

reactor is placed in a vertical cylindrical cavity of a ceramic oven (Micromeritics, 48 

V, 350 W). Reactor gas outlet and thermocouple inlet are positioned above the 

ceramic oven. The reactor temperature is measured by a thermocouple (Type K) with 

its tip positioned about 2 cm above the fuel grate within the reactor cavity. The wood 
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pellet is given into a lock hopper above the reactor. When the temperature and all 

sensors are stable, the pellet is released through a ball valve and reaches the reactor 

grid in less than 30 s to avoid heating the pellet prematurely. 

Figure 2. Flow sheet of the miniature gasifier including the sampling and measurement setup. 

After that, a ferromagnetic ball is released to reduce any additional dead volume 

for the outgoing reactor gases. Lastly, the ball valve is closed again to provide 

additional sealing along with the cover nut. The pellet thus experiences similar 

conditions as if it had entered a large gasifier. The product gas leaves the reactor at 

the top through a sampling line heated to approximately T = 300 ℃ to prevent the 

condensation of tars. After each experiment, the grate was removed, the ash 

recovered, and the reactor cleaned. More details can be found in the literature [8,9]. 

2.4. Improved surface ionization detection (SID II) 

The SID II is a newly developed alkali detector based on the principle of 

surface ionisation occurring by their impingement on a hot platinum filament, 

followed by acceleration of the ions by the voltage difference between filament and 

collector, and the detection of the ion current at the collector grating. Further details 

can be found in Judex [8] and Wellinger’s works [9]. The detector signals are 
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typically in the order of nano-amperes (nA). The alkali detector had demonstrated 

high sensitivity over 4 orders of magnitude [8,9]. The signal value depends on the 

effective volume flow carrying the alkalis and somewhat also on the bulk gas 

composition. Power law correlations were established to represent the measured 

signals accurately. Two correlations applicable for sodium and potassium nitrates 

nebulised at concentrations of 0.7, 7, and 70 μg/mN
3 in air and in nitrogen, 

respectively, had already been published [9]. In order to exploit the alkali 

concentration validity range of the power law correlations, the gas from the reactor 

was diluted with a constant volume flow of N2 prior to entering the SID II. The 

sample gas dilution setup and the sampling lance developed for SID II have been 

described elsewhere [7,9]. 

The principle of the sensor is based on the high probability of some alkali 

metals getting ionised during the desorption process from the ionising filament [10]. 

The sensor is especially sensitive to potassium (K), sodium (Na), and caesium (Cs) 

[11]. With our wood pellet, the concentration of K surmounts that of Na by a factor 

of 20 (Table 1), and the amount of Cs is normally negligibly small (<1 ppm [12]). 

2.5. Continuous gas washer 

After the SID II, a continuous gas washer (Figure 2) similar to the one 

described by Kowalski et al. [13] was used to separate water, soot, and tars from the 

permanent gases before being led to the MS. With the continuous gas washer, the 

raw gas was mixed thoroughly with water-containing organic solvent and transported 

to a two-phase separator unit operating at a below-zero temperature (T = −10 ℃) 

under the pressure (P < 5 bar). The cleaned gas consists of “permanent” species that 

did not condensate out, and it led to the MS. In this study, 1-methoxy-2-propanol 

(C4H10O2, CAS-Nr.107-98-2) was used as solvent, because of its much higher 

capability to solubilise tars in comparison to pure water. This is particularly 

important when analysing producer gas from pilot or industrial biomass gasifiers 

with high tar loads. 

2.6. Mass spectrometer 

The MS was a “Pfeiffer Thermostar” with a sample flow of approx. 1–2 

mlN/min depending on the pressure conditions at the capillary inlet. The built-in 

secondary electron multiplier was used as the detection system. For the present 

study, the mass signals for H2
+(m/z = 2), N2

+ and CO+(m/z = 28), O2
+(m/z = 32), 

Ar+(m/z = 40), and CO2
+(m/z = 44) were selected to reconstruct the true reactor gas 

composition and amounts as a function of the experimental runtime. Under constant 

ambient pressure at the capillary inlet, the MS takes in a constant amount of sample 

gas from the reactor. When consumption or production occurs during the thermo-

chemical conversion experiment, the gas flow alters. To convert the relative 

intensities measured by the MS into intensities that are proportional to the absolute 

flow from the reactor, argon (m/z = 40) in the air fed to the MTR with air was used 

as an internal, non-reactive, gaseous standard agent (“tracer”) to compensate for total 

flow changes, as follows: The Ar signal intensity before the start of the experiment 

was used as a reference signal intensity. The recorded Ar signal intensity for each 
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point in time was then divided by the reference signal intensity. This yielded ratio 

values ranging between 1.02 (ideally 1.00) before inserting the pellet into the reactor 

to 0.88 minimally during pyrolysis of the wood pellet. The Ar ratio values were then 

used to correct the other measured MS [m/z] intensities by dividing the MS-data by 

the Ar ratio data on a comparable runtime basis. As last step, the dilution-corrected 

MS data were converted into relative volume amounts (%V/V) after having 

experimentally established the proportionality ratio between simultaneously recorded 

MS (in arbitrary units) and pre-calibrated Varian micro-GC (%V) values with each 

gas species of interest during gasification runs with wood pellets with air in a 

bubbling fluidized bed reactor at T = 755 ℃ [9]. 

2.7. Modified Random Pore Model (MRPM) 

Struis et al. [1] derived kinetic relations by modification of the original random 

pore model (RPM) of Bhatia and Perlmutter [14]. The original RPM addressed the 

conversion degree, X, the conversion-time behaviour, X(t), and the conversion 

progress rate, dX/dt, of a solid-gas reaction with a carbonaceous porous solid in 

terms of the variation in the reaction surface area, S. The original model uses two 

parameters (A0, ) to describe or reproduce the behaviour of a system that either 

shows one or no maximum in the derived conversion progress rate with runtime. Ao 

denotes the experimentally accessible reaction rate at start, and  comprises details 

regarding the pore system. The maximum in dX/dt (=S/S0) with conversion degree is 

attributed to two opposing effects: pore growth increases the reaction surface area, 

and pore coalescence at intersections decreases the reaction surface area. In the work 

of Struis et al. [1, 2], and that of other workers [15,16], the conversion progress, X, is 

connected with the weight of the porous char sample, M, according to: 

X(t) = (M0−M(t))/(M0−Mash) (1) 

here, M0 denotes the char weight at the start of the gasification, Mash stands for the 

weight of the bottom ash after complete conversion, and M(t) is the weight at a run 

time t. Accordingly, X(t) is zero at start and attains unity at completion of the mass 

conversion. The conversion progress rate, dX/dt, can principally also be interrelated 

with other quantities associated with the char-gas reaction, such as the amount of 

oxidant gas consumed (here, O2), the amount of product gas produced (here, mainly 

CO2), and the release of biomass-native alkali from the sample (here, one wood 

pellet). Under kinetic control and ignoring the reaction on the exterior woody 

particle surface, the kinetic equations modified by Struis et al. [1] are defined by 

correlation time, 𝜏’, and conversion rate progress, X, as given in Equation (2) and 

Equation (3), respectively: 

𝜏′ = 𝐴0𝑡[1 + (𝐵𝑡)𝑃] (2) 

𝑋 = 1−e
−τ′(1+

𝜏′

4
) (3) 

In Equation (2), τ’ is a dimensionless run time, t the experimental run time, A0 

the experimentally accessible initial reaction rate, Ψ the pore system related 

structural constant, B a reciprocal time constant, and P a dimensionless power law 

constant. After differentiating Equation (3) with respect to time t, the resulting rate 

reads [1]: 
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d𝑋

dt
= A0(1 + (𝑃 + 1)(𝐵𝑡)𝑃)(1 − 𝑋)√1 −  ln(1 − 𝑋) (4) 

Noteworthy, the three modified equations converge to the original ones from 

Bhatia and Perlmutter when fixing B = 0. 

2.8. Data treatment of selected MS gas data for model analysis 

Figure 3 shows a compilation of the raw alkali signal from SID II in nano-

Ampere, [nA], the temperature [℃] inside the reactor, and the MS signals for 

selected gases, as a function of the experimental runtime, with the single wood pellet 

at T = 800 ℃. Figure 3 shows H2 (m/z = 2), O2 (m/z = 32), CO and N2 (both m/z = 

28), and CO2 (m/z = 44) in the MS machine units after having been corrected for gas 

dilution effects. 

Figure 3. Raw data compilation of the amount of alkalis detected with the reactor gas, the reactor temperature, MS 

signals for m/z = 28 (CO + N2), m/z = 32 (O2), and other gases, recorded during the thermo-chemical conversion run 

of a single wood pellet at T = 800 ℃ in a constant flow of air. 

After pellet injection, the CO2 and O2 courses with runtime progress in a 

complementary manner in that the O2 signal passes through a minimum at t ≈ 233 s, 

whereas CO2 shows a maximum, but later at t ≈ 244 s. The delay is likely caused by 

the moderate affinity of CO2 with the liquid quench solvent (1-methoxy-2-propanol), 

as also noticed in other studies with the continuous gas washer [17,18]. The anomaly 

in runtime was not detected with the other gases. Hence, the “dwell time” of CO2 

was corrected by subtracting 10.5 s from the experimental runtimes. 

The amounts of “CO produced” and “O2 consumed” were obtained by 

subtracting the constant N2 and O2 levels pertaining to clean air for and after the 

experimental run (Figure 2) and then multiplying the resulting O2 values with −1. 

The released alkali amounts and the amounts of “O2 consumed”, H2, CO, CH4, and 

“CO2 produced” were each converted to calibrated units (Section 2.6). The values of 

“dX (O2 consumed)/dt” and “dX (CO2 produced)/dt” with the combustion stage were 
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first averaged as follows: To suppress the impact from experimental noise with the 

calibrated MS data, two data blocks with one data point in between were used. Each 

data block comprised nine successive {t, X(t)} data points. Instead of using two 

adjacent data points, block-averaged values were used to calculate dX/dt, and the 

result was allocated with the time value of the data point between the blocks. The 

procedure was repeated by moving the blocks plus intermediate data point one 

position forward in time, and so on, till reaching the end of the experimental data set 

in question. 

Lastly, with gasification runs with more pellets in a fluidized bubble-bed 

gasifier under ideal gas solvent quench conditions, it was reported that the gas-phase 

“downstream/upstream” ratio with CO2 could only be kept between 0.9–1, whereas 

those of H2, CO, and CH4 were much better (ratios~1) [17,18]. This was also 

evidenced in this study by comparing the calibrated “O2 consumed” and “CO2 

produced” data where they reflected complete combustion, i.e., Cchar + O2→CO2 and 

CO absent. Although the differences were small, the data overlay (not shown here) 

was not consistent enough ([O2 consumed] ≠ [CO2 produced]), but the differences 

diminished at higher runtimes. The anomaly was overcome by multiplying the “CO2 

consumed” values with 1.035. 

2.9. Experimental point of reference with the MRPM analysis 

The point of reference for comparing the temporal alkali and gas rate courses 

and model parameters obtained in this study were the model parameters for the mass 

loss conversion rate (Equation (1)) with pre-pyrolysed and grinded charcoal particles 

prepared from one fir lath (without bark). About 10 mg charcoal was gasified with 

CO2 at T = 800 ℃ in a TGA. In contrast with the wood pellet, the fir charcoal was 

obtained in two consecutive stages: Pre-pyrolysis (2.5 h at T = 600 ℃ under Ar 

flow) and post-pyrolysis (20 min at T = 900 ℃ under He flow) [1,2]. 

Notwithstanding these, a comparison is fair in that the certified wood pellet batch 

comprises a high amount of heartwood among less sapwood, bark, branches or 

twigs. In the literature, the modified RPM equations were found applicable with 

several tree woods, chars, and charcoals. The reference sample is hereafter named 

“fir charcoal”. 

3. Results and discussion

3.1. Chemical and physical transients during the wood pellet gasification 

For better visibility, the two apparent stages with the gasification run are shown 

separately in Figure 4A,B, respectively. It must also be mentioned that the alkali 

release is now shown in the calibrated unit of [mg/mN
3], and “O2 consumed”, H2, 

CH4, CO2, and “O2 consumed” in the calibrated [%V/V] unit. 

With the pyrolysis stage (Figure 4A), the tentatively drawn broken line with the 

temperature progresses rather smoothly with runtime. In chronological order, it 

depicts the arrival of the wood pellet in the reactor cavity by a fast temperature drop; 

the temperature passes through a minimum, and recovers again by the heat produced 

from the combustion of outflowing flammable gases and possibly also less 

71



Thermal Science and Engineering 2024, 7(3), 8671. 

combustion resistant wood pellet constituents. After that, the temperature even 

surpasses the pre-settled reactor temperature (T = 800 ℃), passes through a 

maximum, and then converges slowly to a temperature of T ≈ 860 ℃ around runtime 

~280 s. The tentative temperature course also emphasizes transient’s features, such 

as water evaporation with the pellet (A), wood depolymerisation (D), and 

presumably also combustion of lignin (C) mobilized with the manufacturing of the 

wood pellets to “glue” the wood particles during the pelletization process together. 

(A) 

(B) 

Figure 4. (A) Measured and tentative reactor temperature course as a function of the 

experimental run time. Also shown are the amount of alkalis detected in the reactor 

gas [mg/mN
3], the amount of “O2 consumed”, and several other evolving gases (H2, 

CO, CO2, CH4) in [%V/V]; (B) Continuation of the data shown with Figure 4A with 

extended, enlarged axis scales. 

Particulates from sawmills and planning works [7]. The temperature 

stabilization around runtime ~280 s coincided with the absence of CO, H2, and CH4 
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with the reactor gas, whereas the signals of “CO2 produced” and “O2 consumed” 

continued. 

In Figure 4B, the reactor temperature in the alleged sole char combustion stage 

converged gradually from T ≈ 860 ℃ (runtime ~280 s) to a stable temperature laying 

slightly above T = 800 ℃ for runtimes > 500 s. With [CO] much smaller than [CO2,

it reflects near complete combustion of the charred wood pellet with O2. 

Lastly, a large alkali release started jointly with the outflow of flammable gases 

from the wood pellet during the pyrolysis stage (Figure 4A). The alkali release 

continued during the combustion stage (Figure 4B), but in much smaller amounts. 

(Note that the alkali unit scale range with Figure 4A is 4 times larger than with 

Figure 4B). 

Figure 5. Overlay of measured (-o-) and fitted alkali release data (solid line using 

Equtions (2–4)) together with “O2 consumption” and “CO2 production” rates derived 

from MS data recorded simultaneously during the combustion stage of the wood 

pellet under a constant air flow at T = 800 ℃. 

3.2. Relating the alkali release to product gas reaction rates 

Figure 5 shows the alkali concentration with the reactor gas, as a function of 

the combustion-specific runtime (tcombustion = 0). The start time was chosen where, 

with Figures 4A,B, the O2 and CO2 concentrations predominated in the near absence 

of any other pyrolysis or combustion product gases. Here, the start of the pellet 

combustion stage was arbitrarily fixed at the experimental runtime = 280 s. 

Modelling the alkali release data, an additional parameter was added to multiply the 

integral right-hand side of Equation (4) to prevent compromising the original 

meaning of parameter A0 as the reaction rate with the initial char(coal) pore surface 

area [1,14]. 

With Figure 5, the drawn solid black line shows the reproduced temporal 

course of the alkali release by the MRPM for the parameters shown in Table 2. With 
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Table 2, the unit for A0 and B with the wood pellet is [s−1], and with the fir charcoal 

[min−1] because O2 is more reactive than CO2. The data reproduction quality with the 

alkali release data was satisfactory, except for the minute peak-tail at the end that 

lasted till about tcombustion ~300 s. 

Table 2. Model parameters derived for Equation (4) with the temporal alkali release of a charred wood pellet during 

combustion in flowing air at T = 800 ℃, and from the weight loss of pre-pyrolysed fir charcoal during gasification 

with CO2 at T = 800 ℃ [1]. Standard (1σ) errors were provided by the modelling software. 

Sample 
Parameter’s 

quantity 

Numerical data 

multiplication 

factor 

A0  B P 

Charred wood Alkali release 44607 0.00609 4.5 0.00669 18.6 

Pellet (this study) (Single run) ± 378 ±0.00017 [s−1] ±0.4 [-] ± 0.00002 [s−1] ±0.6 [-] 

Fir charcoal [1] Weight loss Not applicable 0.0056 5.0 0.0051 14.4 

(18 experiments) ±0.0013 [min−1] ±0.2 [-] ± 0.0003 [min−1] ±1.6 [-] 

Also shown with Figure 5 are the “O2 produced” and the “CO2 consumed” 

dx/dt rate data (in their own calibrated units). The gas axis values were chosen such 

to achieve a high visually possible overlay (coverage) with the alkali release data. 

All three data sets revealed typically the same features (Figure 5), except for 

deviations with tcombustion < 23 s attributable to overlap with the preceding pyrolysis 

domain, and by a very small peak-tailing signal remaining after the decline of the 

taller, but shorter-lived, alkali release peak. The peak-tail began after tcombustion ~140 s 

and lasted for at least 100 s after that. Actually, similarly small signal-tais and time 

durations were also found with the raw MS data with the gases, except for CO and 

CO2 in that they showed substantially larger tail amplitudes. Striking also is that both 

the CO and CO2 dX/dt signal-tails appeared as soon as the accelerated alkali release 

had ceased at tcombustion ~140 s (Figure 5). 

The different peak-tail amplitudes with the alkali release and the CO and CO2 

conversion rates during the combustion stage may be understood by the difference in 

reactivity of the flowing gas during the pyrolysis treatment in this study (reactive O2) 

and with fir charcoal (inert Ar and He). The fir lath was destined for construction 

purposes, so it essentially consists of heartwood. In contrast with oxygen, pyrolysis 

in flowing, non-reactive gas at sufficiently high temperatures mainly enables the 

outflow of decomposition gases from woody samples, but hardly any combustion. 

Therefore, the alkalis with the fir heartwood are hardly depleted with the charcoal, 

where this could very well be the case with the wood pellet pyrolysis under O2. This 

would also explain the fact that the alkali release with the charred wood pellet seems 

to have run out prematurely (Figure 5), and, as a result, the large signal-tail-

amplitude with O2 and CO2 started where the alkali release had stopped. Noteworthy, 

the almost doubling of the effective combustion duration with the pellet char here 

was reported found with the fir charcoal that had been deprived of its alkali by 

washing them out with HCl [1]. 
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Abbreviations 

MS Mass spectrometer 

MTR Miniature thermochemical reactor (“Miniature gasifyer”) 

RPM Random pore model 

MRPM Modified random pore model by Struis et al. [1] 

SID II Improved surface ionisation detector developed at PSI  

TGA Thermogravimetric analyser 

Notation 

A0 Experimental initial reaction rate defined in Equation (2), min−1 

B Modified model parameter introduced in Equation (2), min−1 

Mash Mass of ash, g 

M(t) Char coal mass at gasification time t, g 

P Power law constant with Equation (2), dimensionless 

S Active surface area per unit volume, m2/m3 

t Experimental run time, min 

T Temperature, ℃ 

X Conversion progress degree or burn-off, dimensionless 

Greek letters 

𝜏′ Correlation time defined with Equation (2), dimensionless 

Ψ Pore system parameter defined with Equation (3), dimensionless 

Subscript 

0 Initial, at start of the pellet gasification run 
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