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Article 

Numerical heat transfer enhancement in MHD boundary layer flow with 
Darcy-Forchheimer Bioconvection Nanofluid 

Umar Farooq1,*, Tao Liu1, Umer Farooq2 

1 State Key Laboratory of Fluid Power and Mechatronic Systems, School of Mechanical Engineering, Zhejiang University, Hangzhou 310058, 
China 
2 College of Mathematical Science, Harbin Engineering University, Harbin city 150001, China 
* Corresponding author: Umar Farooq, umar_f@zju.edu.cn

Abstract: Scientists have harnessed the diverse capabilities of nanofluids to solve a variety of 

engineering and scientific problems due to high-temperature predictions. The contribution of 

nanoparticles is often discussed in thermal devices, chemical reactions, automobile engines, 

fusion processes, energy results, and many industrial systems based on unique heat transfer 

results. Examining bioconvection in non-Newtonian nanofluids reveals diverse applications in 

advanced fields such as biotechnology, biomechanics, microbiology, computational biology, 

and medicine. This study investigates the enhancement of heat transfer with the impact of 

magnetic forces on a linearly stretched surface, examining the two-dimensional Darcy-

Forchheimer flow of nanofluids based on blood. The research explores the influence of velocity, 

temperature, concentration, and microorganism profile on fluid flow assumptions. This 

investigation utilizes blood as the primary fluid for nanofluids, introducing nanoparticles like 

zinc oxide (𝑍𝑛𝑂) and titanium dioxide (𝑇𝑖𝑂ଶ). The study aims to explore their interactions 

and potential applications in the field of biomedicine. In order to streamline the complex 

scheme of partial differential equations (PDEs), boundary layer assumptions are employed. 

Through appropriate transformations, the governing partial differential equations (PDEs) and 

their associated boundary conditions are transformed into a dimensionless representation. By 

employing a local non-similarity technique with a second-degree truncation and utilizing 

MATLAB’s built-in finite difference code (bvp4c), the modified model’s outcomes are 

obtained. Once the calculated results and published results are satisfactorily aligned, graphical 

representations are used to illustrate and analyze how changing variables affect the fluid flow 

characteristics problems under consideration. In order to visualize the numerical variations of 

the drag coefficient and the Nusselt number, tables have been specially designed. Velocity 

profile of 𝑍𝑛𝑂-blood and 𝑇𝑖𝑂ଶ-blood decreases for increasing values of 𝑀, 𝜆, and 𝐹௥, while 

temperature profile increases for increasing values of 𝑀, 𝜆,  and 𝐸𝑐 . Concentration profile 

decreases for increasing values of 𝑆௖ , and microorganism profile increases for increasing 

values of 𝑃𝑒. For rising values of 𝑀, 𝜆 and 𝐹௥ the drag coefficient increases and the Nusselt 

number decreases for rising values of 𝑀, 𝜆, 𝐸𝑐 and 𝑄. The model introduces a novel approach 

by conducting a non-similar analysis of the Darchy-Forchheimer bioconvection flow of a two-

dimensional blood-based nanofluid in the presence of a magnetic field.  

Keywords: Bioconvection; MHD; Darcy-Forchheimer; non-similar modeling, bvp4c 

1. Introduction

Nanofluids have a range of applications in engineering and biomedicine,
including increasing the heat conductivity of fundamental fluids like ethylene glycol, 
water, kerosene, and others. These applications span the manufacturing industries, 
treatment for cancer, and conditioning. Buongiorno and Hu [1] conducted research on 
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the enhancement of nanofluid heat transfer for nuclear reactor applications. 
Buongiorno [2] conducted an extensive study that explored convective transport in 
nanofluids. The impact of nanofluids thermophysical characteristics on convective 
heat transfer was explored by Daungthongsuk and Wongwises [3]. Khan and Ali [4] 
investigated that the non-Newtonian behavior of power-law fluids and wall sliding 
conditions influences thermal and flow properties such as temperature distribution and 
viscous heating effects. Ali et al. [5] used a numerical solution based on the Carreau 
model to critically analyze the flow of a generalized Newtonian fluid over a 
nonlinearly stretched curved surface. Their research focused on understanding fluid 
behavior under different shear rates, as well as the effect of surface curvature on flow 
properties. Mehmood et al. [6] studied the complicated dynamics of these nanotube 
fluids, especially the effect of activation energy on quaternary autocatalytic 
exothermic and endothermic chemical processes. 

The focus of the field of magneto-hydrodynamics (MHD) is the study of the 
intricate interaction between magnets and electrically conducting fluids. Due to its 
extensive practical applications in the chemical and mechanical sectors, this field of 
study has garnered significant interest. The analysis of MHD’s impact on heat transfer 
and fluid flow over surfaces that are stretched linearly or nonlinearly has received a 
lot of attention. A comprehensive review conducted by Kandasamy et al. [7] 
encompassed various investigations that inspected the effect of magnetic fields and 
various hydrodynamic and thermal boundary conditions on fluid flow across a 
stretched sheet. Crane [8] published the first analytical solution for the flow of an 
incompressible viscous liquid over an expanding sheet. Yazdi et al. [9] focused on 
studying the Magnetohydrodynamic flow and heat transmission through a non-linear 
porous stretched sheet while considering chemical changes and partial slip. Farooq et 
al. [10] investigated the MHD flow of a Casson nanofluid with nanoparticles over an 
extending sheet. Abouasbe et al. [11] investigate the idea of soft solutions in the 
context of time-fractional Navier-Stokes equations, accounting for the impact of MHD 
effects. This study investigates the complicated dynamics of MHD in fluid systems. 

In the past few decades, substantial advancements have been achieved in the 
investigation of boundary layer flow and thermal expansion over a extending sheet. 
This is particularly noteworthy because the findings have numerous practical 
applications in various industries and technological fields. Several examples include 
the refrigeration of an unending metal plate within a freezing vessel, the boundary 
layer along the material conveyor, the flow of liquid film during condensation 
procedures, cable rolling, paper manufacturing, heated rolling, glass manipulation, and 
the drawing of plastic foil. The focus of Magyari and Keller [12] was on examining 
how heat moves in a boundary layer flow due to an exponentially continuous 
stretching panel without any changes in fluid properties, while also exploring the use 
of magnetohydrodynamic (MHD). The findings of this study have wide-ranging 
applications in different environmental and industrial systems, including the design of 
heat transfer mechanisms, catalytic reactors, geothermal systems, and geophysics. 
These systems typically involve the saturation of porous materials.   

Porous medium flow offers numerous benefits across a diverse range of 
applications, encompassing fermentation, grain storage, reservoir movement, 
groundwater contamination, petroleum production, fossil fuel systems, energy storage 
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units, nuclear waste disposal, solar panels, oil resources, groundwater sources, and 
beyond. Although Darcy’s theory [13] formed the foundation for numerous 
investigations on porous media with low porosity and fluid velocities, it had its 
limitations with highly permeable media and greater transportation. In situations of 
high flow rates, the conventional Darcy’s law did not consider inertial and edge effects. 
Thus, Darcy’s theory was unsuitable for describing the physical conditions of high-
porosity media and velocities. Forchheimer [14] suggested adding a squared flow 
velocity to the Darcy velocity model to overcome this drawback and allow for the 
investigation of both boundary parameters and inertia. An inclined stretching sheet 
with an associated magnetic field in a non-Darcy permeable medium was examined 
by Wang et al. [15]. 

The movement of motile microorganisms collectively induces bioconvection, 
which in turn generates macroscopic convective fluid motion due to density gradients. 
Bioconvection occurs when self-propelled microorganisms swim in a specific 
direction, causing an increase in the density of the underlying fluid. Hady et al. [16] 
examined natural convection around a vertically oriented cone immersed in a 
permeable medium saturated with gyrotactic microorganisms in a non-Darcian 
nanofluid. Several researchers [17–28] have explored different systems to comprehend 
the mechanisms governing the directional motion exhibited by various 
microorganisms. The researchers confirmed that the presence of self-propelled 
microorganisms in these nanofluids promotes fluid mixing and inhibits the clustering 
of nanoparticles, resulting in significant fluid motion at a broader scale in their 
investigation of nanofluids including bacteria. 

Meta-intransitive systems can improve the understanding and optimization of 
hydrodynamics in porous media under Darcy-Forchheimer bioconvection nanofluids. 
Researchers can better explain and anticipate complex processes by taking into 
account nontransitive features such as variable nanoparticle interactions and flow 
dynamics. This understanding is critical for applications in sectors such as 
environmental engineering and biotechnology, where precise control of fluid flow and 
particle movement is required. Metaintransitive systems also pose significant 
challenges and opportunities in decision theory, game theory, and more complex 
systems. Incorporating intransitive preferences into the decision-making process is 
critical to conducting effective multicriteria analysis. Meta-intransitive strategies in 
game theory can lead to complex interaction structures and consequences that 
influence strategic decision making. Meta-intransitive qualities also provide insights 
into new phenomena such as autonomy and patterning that shed light on the dynamics 
of coupled systems.  

The upper bound problem in the Darcy–Forchheimer theory of bioconvection 
nanofluids is a key problem with important implications. Its resolution can improve 
the theoretical framework and provide a deeper understanding of the behavior of 
nanofluids in various situations. Researchers can improve the performance and 
efficiency of nanofluid-based systems by setting the maximum achievable values of 
important parameters such as fluid velocity, temperature, nanoparticle concentration, 
and microbial behavior. Solving this problem is critical to advancing scientific 
knowledge and practical applications in fields such as environmental engineering, 
medicine, and nanomaterials.  
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Many real-life scenarios are intrinsically unique, and this article offers a novel 
perspective. The non-dimensionalization technique, which uses non-similarity 
transformations, is more physics-based and accountable. Our key goal is to properly 
handle non-similar phrases resulting from similarity modifications. To the author’s 
knowledge, no earlier academic works have explored bioconvective nanofluid flow 
across a stretched surface with temperature-dependent viscosity, as indicated by the 
literature survey. In our future initiatives, we intend to integrate this research with the 
subject of Mechatronics, concentrating on the creation and improvement of advanced 
systems. Our primary focus is on biomedical equipment and biomechanics. This 
multidisciplinary collaboration has enormous potential since it leverages the 
information created by our research to promote pioneering solutions that promise in 
healthcare and biotech. Our goal is to help translate theoretical discoveries into real-
world uses, making major contributions to technological advances.  

With a keen interest in the aforementioned discoveries and their increasing 
applicability across various industries, such as engineering, biochemical mechanisms, 
and biological sciences, our objective is to explore the non-similar analysis of MHD 
boundary layer flow involving Darcy-Forchheimer convection nanofluids. 
Specifically, we are concentrating on a flow consisting predominantly of two different 

nanoparticles, namely 𝑍𝑛𝑂 and 𝑇𝑖𝑂ଶ , combined with blood as the base fluid. The 

addition of 𝑍𝑛𝑂 and 𝑇𝑖𝑂ଶ nanoparticles to blood-base fluid results in a complicated 
interaction between nanoparticles and the biological system. These nanoparticles, 
which have a wide range of uses, interact differently inside the circulation due to 
characteristics such as dimension, chemistry of the surface, and biological 
compatibility. Knowing these interactions is critical for investigating possible 
biological applications such as medication administration and medical imaging, while 
taking into account both the benefits and drawbacks of nanoparticle-blood interactions. 
To account for the influence of the magnetic field, heat generation, and porosity, we 
have employed the single-phase nanofluid model developed by Tiwari and Das [29]. 
The control system has been transformed into a non-similar configuration using 
suitable transformations. To solve the modified equations, we employed the local non-
similarity technique (LNS) developed by Sparrow and Yu [30] and the bvp4c package 
within the MATLAB computational software. As far as our understanding goes, no 
prior research has been conducted on this subject. A graphical analysis has been 
employed to comprehensively examine the effects of dimensionless growth factors on 
velocity, energy, concentration, and microorganism profiles. Additionally, we present 
a further numerical investigation of skin friction, the local Nusselt number, and 
microorganism flux using appropriate methods. 

2. Problem formulation

Consider the flow of an incompressible MHD nanofluid in a steady two-

dimensional boundary layer containing nanoparticles of titanium dioxide (𝑇𝑖𝑂ଶ) and 

zinc oxide (𝑍𝑛𝑂) disseminated in the base liquid (blood) over a linearly stretched 
surface with Darcy-Forchheimer bioconvection nanofluids. The Darcy Forchheimer 
model is employed to explain the porous media. The velocity of the stretched fluid, 

denoted as 𝑈௪ , is aligned with the stretched surface, while the ambient velocity 
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remains at zero and the ambient temperature is equivalent to 𝑇ஶ. 𝐹 =
஼್

√௞
 denoted the 

porous material inertial coefficient, The variables 𝑇, 𝐶, and 𝑛  represent fluid 
temperature, nanoparticle concentration, and microbe distribution function, 
respectively. Additionally, the stretched surface is positioned perpendicular to the 

applied magnetic field 𝐵௢. Furthermore, the influence of both porosity and the heat 
source is considered. Figure 1 presented illustrates the flow configuration and flow 
chart of the current investigation. The equations that describe the conservation of mass, 
momentum, energy, concentration, and microorganism within the boundary layer are 
also included [10,25,31]. 

డ௨

డ௫
+

డ௩

డ௬
= 0, (1)

𝜌௡௙ ቀ𝑢
డ௨

డ௫
+ 𝑣

డ௨

డ௬
ቁ = 𝜇௡௙

డమ௨

డ௬మ − 𝜎௡௙𝐵௢
ଶ𝑢 −

ఓ೙೑

௄
𝑢 − 𝐹𝑢ଶ, (2)

(𝜌𝑐௉)௡௙ ቀ𝑢
డ்

డ௫
+ 𝑣

డ்

డ௬
ቁ = 𝑘௡௙

డమ்

డ௬మ + 𝜎௡௙(𝑢𝐵௢)ଶ +
ఓ೙೑

௄
𝑢ଶ + 𝑄௢(𝑇 − 𝑇ஶ) + 𝐹𝑢ଷ  (3)

𝑢
డ஼

డ௫
+ 𝑣

డ஼

డ௬
= 𝐷௡௙

డమ஼

డ௬మ − 𝐾௢(𝐶 − 𝐶ஶ) +
஽೘

೘்
𝐾்

డమ்

డ௬మ, (4)

𝑢
డ௡

డ௫
+ 𝑣

డ௡

డ௬
= 𝐷௠

డమ௡

డ௬మ +
௕ௐ೎

(஼ೢି஼ಮ)
ቆ

డ

డ௬
ቀ𝑛

డ஼

డ௬
ቁቇ. (5)

Associated boundaries [32] are: 

𝑢 = 𝑈௪ = 𝑎𝑥, 𝑣 = 𝑣௪ = 0, 𝑇 = 𝑇௪ , 𝐶 = 𝐶௪,  𝑛 = 𝑛௪, 𝑎𝑡 𝑦 = 0, 

𝑢 → 0, 𝑛 → 𝑛ஶ, 𝑇 → 𝑇ஶ, 𝐶 → 𝐶ஶ 𝑎𝑠 𝑦 → ∞. 
(6)

Here, Equation (1) represents the continuity equation based on the law of 
conservation of mass; Equation (2) is the momentum equation based on Newton’s 
second law of motion; Equation (3) is the energy equation based on the first law of 
thermodynamics; Equation (4) is the concentration equation or advection-diffusion 
equation based on the law of conservation of mass for the scalar quantity; and Equation 
(5) is the microorganisms equation, which is based on the law of conservation of mass
for microorganisms, random motility, and chemotaxis. The associated boundary
conditions at the wall surface and far away from the wall are given in Equation (6).

Figure 1. (a) Flow configuration and (b) Flow chart of the problem. 

Introducing 𝜉(𝑥) and 𝜂(𝑥, 𝑦) as new terms to create a non-similar flow. 
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𝜉 =
௫

௟
, 𝜂 = ට

௖

జ೑
𝑦, 𝑢 = 𝑐𝑥

డ௙(క,ఎ)

డఎ
, 𝑣 = −ඥ𝜐௙𝑐 ቆ

డ௙(క,ఎ)

డక
𝜉 + 𝑓(𝜉, 𝜂)ቇ, 

𝜃(𝜉, 𝜂) =
𝑇 − 𝑇ஶ

𝑇௪ − 𝑇ஶ
, 𝜑(𝜉, 𝜂) =
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𝐶௪ − 𝐶ஶ
, 𝜒(𝜉, 𝜂) =

n − 𝑛ஶ

𝑛௪ − 𝑛ஶ

(7)

Utilizing Equation (7), Equation (1) is perfectly satisfied given the above 
transformations, while Equations (2)– (5) become: 
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The associated non-similar boundaries are as follows: 
డ௙

డఎ
(𝜉, 0) = 1, 𝑓(𝜉, 0) + 𝜉

డ௙

డక
(𝜉, 0) = 0, 𝜃(𝜉, 0) = 1, 𝜑(𝜉, 0) = 1, 𝜒(𝜉, 0) = 1, 

at 𝜂 = 0, 
𝜕𝑓

𝜕𝜂
(𝜉, ∞) → 0, 𝜒(𝜉, ∞) → 0, 𝜃(𝜉, ∞) → 0, 𝜑(𝜉, ∞) → 0, as  𝜂 → ∞. 

(12)

In above equations 𝑀, 𝐹௥, 𝜆, 𝑃𝑟, 𝐸𝑐, 𝑄, 𝑆௖ , 𝐾௥, 𝑆௥, 𝑃𝑒, 𝛿ଵ , 𝐿𝑒, 𝑓, 𝜃, 𝜑, and 𝜒  
represents the magnetic field parameter, Forchheimer number, Porosity parameter, 
Prandlt number, Eckert number, Heat source, Schmidt number, chemical response 
parameter, Soret number, Peclet number, microorganism difference parameter, Lewis 
number, dimensionless stream function, temperature, concentration, and gyrotactic 
microorganism respectively. 

Therefore, the following parameters are defined: 

𝑴 =
𝝈𝒇𝑩𝟎

𝟐

𝒄𝝆𝒇
 𝑸 =

𝑸𝟎

𝒄(𝝆𝑪𝑷)𝒇

 𝑷𝒆 =
𝒃𝑾𝒄

𝑫𝒎

𝑭𝒓 =
𝟐𝑭𝒍

𝝆𝒇
 𝑆௖ =

𝜈௙

𝐷௙
 𝛿ଵ =

𝑛ஶ

𝑛௪ − 𝑛ஶ

𝑷𝒓 =
𝝂𝒇൫𝝆𝑪𝒑൯

𝒇

𝒌𝒇
 𝐾௥ =

𝐾௢

𝑎
 𝐿𝑒 =

𝜈௙

𝐷௠

𝑬𝒄 =
𝒄𝟐𝒍𝟐

൫𝒄𝒑൯
𝒇

(𝑻𝒘 − 𝑻ஶ)
𝑆௥ =

𝐷௠𝐾்

𝜈𝑇௠

(𝑇௪ − 𝑇ஶ)

(𝐶௪ − 𝐶ஶ)

A list of relevant physical quantities can be found in some references [33,34]. 

𝐶௙ =
𝜏௪

𝜌௙𝑈ଶ
ௐ

, 𝑁𝑢 =
𝑥𝑞௪

𝑘௙(𝑇௪ − 𝑇ஶ)
, 𝜏௪ = ൬𝜇௡௙

𝜕𝑢

𝜕𝑦
൰

௬ୀ଴

, (13)
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𝑞௪ = ൬𝑘௡௙

𝜕𝑇

𝜕𝑦
൰

௬ୀ଴

. 

here 𝐶௙, 𝑁𝑢, 𝜏௪ , and 𝑞௪  represents drag coefficient, Nusselt number, surface shear 

stress, and surface flux. 
Dimensionless form of Equation (13) is: 

𝐶௙(𝑅𝑒௫)
భ

మ = 𝜉ିଵ డమ௙

డఎమ
(𝜉, 0), 𝑁𝑢௫(𝑅𝑒௫)ି

భ

మ = −
௞೙೑

௞೑

డఏ

డఎ
(𝜉, 0) (14)

3. Methodology for local non-similarity

To investigate the flow of nanofluid over a stretched surface within the boundary 
layer, we employ the local non-similarity (LNS) method on the dimensionless 
governing model presented in Equation (8–11) along with the specified boundary 
conditions (12). In the subsequent section, a thorough, step-by-step elucidation of the 
LNS method applied to address the given problem will be provided. 

The main advantage of LNS is that it doesn’t require the resolution of other 
streamwise points to get non-similar solutions for any streamwise point. Furthermore, 
the differential equations from which these localized solutions are obtained are 
ordinary differential equations for computing convenience. Furthermore, this 
technique allows for a certain degree of precise self-validation. The preparatory 
process for applying the local non-similarity technique to a particular problem consists 

of an organized sequence of discrete phases. The actual coordinates 𝑥 and 𝑦 are first 

replaced with the carefully selected transformed coordinates  𝜉  and 𝜂 . The 𝜂 

coordinate, which includes 𝑦, is represented as a pseudo-similarity variable. Its main 
goal is to reduce the degree to which the answer depends on the streamwise variable 

𝑥 , in the same way that a genuine similarity variable completely eliminates 𝑥 -

dependency. On the other hand, the coordinate 𝜉 depends just on 𝑥, and it is frequently 

used in many problems as a dimensionless representation of 𝑥. Because the resultant 
equations effectively become ordinary differential equations, the computing 

complexity is decreased by eliminating terms involving 
డ

డక
(. ). This simplifying also 

removes the streamwise connection, allowing locally independent solutions to be 
achieved. While there are computational benefits to this “local similarity” technique, 
the correctness of the findings may not always be guaranteed. 

3.1. First level of truncation 

Considering the term 𝜉 are significantly smaller than one at the first truncation 
level, the right-hand sides of Equations (8–11) become zero. This results in the 
modified system of equations taking the following form. 

𝜇௡௙

𝜇௙

(𝑓ᇱᇱᇱ − 𝜆𝑓ᇱ) −
𝜎௡௙

𝜎௙
𝑀𝑓ᇱ +

𝜌௡௙

𝜌௙

(𝑓𝑓ᇱᇱ − (𝑓ᇱ)ଶ) − (𝑓ᇱ)ଶ𝐹௥ = 0, (15)

𝑘௡௙

𝑘௙
𝜃ᇱᇱ + 𝑃𝑟𝐸𝑐𝜉ଶ(𝑓ᇱ)ଶ ቆ

𝜎௡௙

𝜎௙
𝑀 +

𝜇௡௙

𝜇௙
𝜆ቇ + 𝑃𝑟 ቌ𝑄𝜃 +

൫𝜌𝐶௣൯
௡௙

൫𝜌𝐶௣൯
௙

𝑓𝜃ᇱቍ

+
൫𝜌𝐶௣൯

௙

൫𝜌𝐶௣൯
௡௙

𝐹௥𝐸𝑐𝜉ଷ(𝑓ᇱ)ଷ = 0, 

(16)
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𝐷௡௙

𝐷௙
𝜑ᇱᇱ + 𝑆௖(𝑓𝜑ᇱ − 𝐾௥𝜑 + 𝑆௥𝜃ᇱᇱ) = 0, (17)

𝜒ᇱᇱ + 𝑃𝑒(𝜑ᇱᇱ(𝜒 + 𝛿ଵ) + 𝜒ᇱ𝜑ᇱ) + 𝑓𝐿𝑒𝜒ᇱ = 0. (18)

With boundary conditions, 

𝑓(𝜉, 0) = 0, 𝑓ᇱ(𝜉, 0) = 1, 𝜃(𝜉, 0) = 1, 𝜑(𝜉, 0) = 1, 𝜒(𝜉, 0) = 1, at 𝜂 = 0, 

𝑓ᇱ(𝜉, ∞) → 0, 𝜃(𝜉, ∞) → 0, 𝜑(𝜉, ∞) → 0, 𝜒(𝜉, ∞) → 0, as 𝜂 → ∞. 
(19)

3.2. Second level of truncation 

To achieve a second-order truncation, it is essential to differentiate Equations (8) 

– (11) with respect to 𝜉 and introduce additional functions.
In order to achieve the second degree of truncation, the following relations are 

incorporated: 
𝜕𝑓

𝜕𝜉
= 𝑘,

𝜕𝜃

𝜕𝜉
= 𝑙,

𝜕𝜑

𝜕𝜉
= 𝑚,

𝜕𝜒

𝜕𝜉
= 𝑛  and 

𝜕𝑘

𝜕𝜉
=

𝜕𝑙

𝜕𝜉
=

𝜕𝑚

𝜕𝜉
=

𝜕𝑛

𝜕𝜉
= 0 (20)

Therefore, the modified system of equations at the second degree of iteration is: 
𝜇௡௙

𝜇௙
𝑘ᇱᇱᇱ =

𝜌௡௙

𝜌௙

{3𝑓ᇱ𝑘ᇱ − 2𝑘𝑓ᇱ − 𝑓𝑘ᇱᇱ + 𝜉((𝑘ᇱ)ଶ − 𝑘𝑘ᇱᇱ)} + 𝑘ᇱ ቆ
𝜎௡௙

𝜎௙
𝑀 +

𝜇௡௙

𝜇௙
𝜆ቇ (21)

𝑘௡௙

𝑘௙
𝑙ᇱᇱ = −2𝑃𝑟𝐸𝑐𝜉𝑓ᇱ ቆ

𝜎௡௙

𝜎௙
𝑀 +

𝜇௡௙

𝜇௙
𝜆ቇ (𝑓ᇱ + 𝜉𝑘ᇱ)

− 𝑃𝑟
൫𝜌𝐶௣൯

௡௙

൫𝜌𝐶௣൯
௙

{𝑓𝑙ᇱ + 𝑓ᇱ𝑙 + 𝜉(𝑘ᇱ𝑙 − 𝑘𝑙ᇱ)} + 𝑃𝑟𝑄𝑙ᇱ

−
൫𝜌𝐶௣൯

௙

൫𝜌𝐶௣൯
௡௙

3𝐹௥𝐸𝑐(𝜉ଶ(𝑓ᇱ)ଷ + 𝜉ଷ(𝑓ᇱ)ଶ𝑘ᇱ), 

(22)

𝐷௡௙

𝐷௙
𝑚ᇱᇱ = 𝑆𝑐(𝑓ᇱ𝑚 − 𝑘𝜑ᇱ) + 𝜉𝑆𝑐(𝑘ᇱ𝑚 − 𝑘𝑚ᇱ)

− 𝑆𝑐(𝑘𝜑ᇱ + 𝑓𝑚ᇱ − 𝐾𝑟𝑚 + 𝑆𝑟𝑙ᇱᇱ),

(23)

𝑛ᇱᇱ = 𝐿𝑒(𝜉(𝑘ᇱ𝑛 − 𝑘𝑛ᇱ) − 2𝑘𝜒ᇱ) − 𝑃𝑒(𝑚ᇱᇱ(𝜒 + 𝛿ଵ) + 𝜙ᇱᇱ𝑛 + 𝑛ᇱ𝜙ᇱ + 𝜒ᇱ𝑚ᇱ). (24)
With associated boundaries, 

𝑘ᇱ(𝜉, 0) = 0, 𝑘(𝜉, 0) = 0, 𝑙(𝜉, 0) = 0, 𝑚(𝜉, 0) = 0, 𝑛(𝜉, 0) = 0, at 𝜂 = 0, (25) 

𝑘ᇱ(𝜉, ∞) → 0, 𝑙(𝜉, ∞) → 0, 𝑚(𝜉, ∞) → 0, 𝑛(𝜉, ∞) → 0, as 𝜂 → ∞. (26) 

4. Result and discussion

This section presents a physical discussion using graphs that were generated to 
inspect the behavior of several dimensionless material variables in relation to velocity, 
temperature, concentration, and microorganism profiles. Each graph provides a 

comparison between the two nanofluids 𝑍𝑛𝑂 + blood and 𝑇𝑖𝑂ଶ + blood. 

Figure 2 depicts how (𝑀) alters the velocity profile. According to research, 

larger values of the (𝑀) correlate with lower velocity estimations. Magnetic fields 
affect fluid flow, causing the velocity profile to fall. The magnetic field creates a 
Lorentz force in the fluid, which opposes both the magnetic field and the direction of 
flow. This force stops the fluid from flowing, slows it down, and alters the flow pattern. 
Figure 3 depicts the impact of porosity on velocity profiles. By raising the porosity 
parameter, the porous media becomes more permeable, allowing fluid to flow more 
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easily over it. This raises the fluid’s total flow rate. The velocity profile, on the other 
hand, drops when the flow rate rises because the fluid’s internal velocity gradient 
increases. Figure 4 shows how changing the Forchheimer number affects the 
deviation of the velocity distribution. As the Forchheimer number increases, the effect 
of inertial forces on fluid flow becomes more apparent, resulting in a decrease in fluid 
velocity. This occurs because the fluid encounters greater resistance when passing 
through a porous medium due to the combined effects of viscous and inertial drag 
forces. The higher the Forchheimer number, the stronger the inertial effects, which 
leads to a decrease in flow acceleration. As a result, the fluid velocity profile is leveled 
out, demonstrating a more uniform velocity distribution across the flow cross-section. 
In addition, the boundary layer thickens, which is the region along the wall where the 
fluid velocity changes from zero (due to the no-slip condition at the wall) to the free-
stream velocity. The thickening of the boundary layer is caused by increased drag, 
which greatly slows down the fluid at the wall, expanding the region over which 
velocity gradients can be measured. 

Figure 2. Variation of velocity profile with different values of “𝑀”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 3. Variation of velocity profile with different values of λ. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 
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Figure 4. Variation of velocity profile with different values of Fr. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 
Figures 5–7 show that the temperature profile varies depending on the magnetic 

field parameter (𝑀), porosity parameter (𝜆) and Eckert number (𝐸𝑐). 

It was found that increasing the magnetic field parameter (𝑀)  enhances the 
magnetic field surrounding the linearly stretched sheet. This stronger magnetic field 
induces an electric current in the fluid, causing the Lorentz force to resist the fluid’s 
movement. The counteracting Lorentz force leads to an increase in the coefficient of 
surface friction and the rate of heat transfer on the surface of the sheet. As a result of 
the increase in thermal energy created by the work done against the Lorentz force, the 

temperature profile increases. Increasing the porosity parameter (𝜆) reduces the fluid 
flow inside the porous medium. This additional obstacle increases the velocity 
gradient near the linearly stretched layer, causing the fluid to take a more tortuous 
course. Due to higher frictional heating and viscous energy dissipation, an increase in 
the velocity gradient leads to an increase in the temperature gradient. As a result, when 
the porosity parameter increases, the temperature profile also increases. Likewise, an 

increase in the Eckert number (𝐸𝑐) indicates that the fluid contains more kinetic 
energy than thermal energy. This increase in kinetic energy causes greater viscous 
dissipation, which converts it into thermal energy. As a result, the velocity gradient 
near the linearly extending sheet increases, resulting in a larger temperature difference. 
The conversion of kinetic energy to heat increases the temperature profile, 
demonstrating a clear correlation between the Eckert number and temperature rise. 

Figures 8 and 9 show that the Schmidt number (𝑆௖) and Soret number (𝑆௥) vary 

throughout the concentration profile. As the Schmidt number (𝑆௖)  increases, the 
concentration profiles decrease. The Schmidt number is defined as kinematic viscosity 
(momentum diffusion coefficient)/mass diffusion coefficient. A larger Schmidt 
number indicates that mass diffusion is lower than momentum diffusion, meaning that 
mass (or species) diffuses more slowly than momentum. This reduced mass diffusion 
rate results in a faster decrease in nanofluid concentration, resulting in a lower 
concentration profile. From a physical perspective, this means that particles in a 
nanofluid are less likely to disperse and mix with the surrounding fluid, resulting in 
steeper concentration gradients and lower overall concentration levels. On the contrary, 

an increase in the Soret number (𝑆௥  )leads to an increase in the concentration profile. 
The Soret effect, or thermal diffusion, occurs when a temperature gradient causes mass 
transfer. A higher Soret number indicates that thermal diffusion is more significant 
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than mass diffusion. This means that temperature gradients play a large role in mass 
transport, causing species to migrate more efficiently from regions of higher 
temperature to regions of lower temperature. This thermal diffusion effect increases 
the nanofluid concentration, providing an additional mechanism for mass movement 
beyond simple mass diffusion. As a result, the concentration profile shifts, revealing 
greater species concentrations in locations exposed to the temperature gradient. 
Figures 10 and 11 depict the dispersion of microbial profiles for different Peclet 

numbers (𝑃𝑒)  and Lewis numbers. As the Peclet number (𝑃𝑒)  increases, the 
advection of microorganisms dominates over diffusion. The Peclet number is the ratio 
of the rates of advective and diffusive transport. A higher Peclet number indicates that 
the fluid flow is effectively transporting microorganisms down the stretched sheet. 
This improved advective transport means that microorganisms are carried further from 
their original position by the fluid flow, resulting in a higher profile of microorganisms 
in the downstream area. In physical terms, this means that microbes are influenced 
more by volumetric fluid movement than by random diffusion of molecules, resulting 
in greater concentrations of bacteria downstream. Conversely, increasing the Lewis 

number (𝐿𝑒) makes the thermal conductivity coefficient more important than the mass 
diffusivity coefficient. The Lewis number is calculated as the ratio of the thermal 
conductivity coefficient to the mass diffusion coefficient. A higher Lewis number 
indicates that heat travels through the nanofluid faster than microorganisms. As a 
result, the nanofluid thermally diffuses faster than microorganisms. Thermal diffusion, 
which is more efficient, affects the temperature distribution within the liquid but does 
not contribute to the mobility of microbes. As a result, the concentration of 
microorganisms drops, resulting in a lower microbial profile. This suggests that when 
Lewis numbers increase, the ability of microbes to spread by diffusion decreases due 
to the suppressive effect of heat diffusion. 

Figure 5. Variation of temperature profile with different values of “𝑀”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 
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Figure 6. Variation of temperature profile with different values of “𝜆”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 7. Variation of temperature profile with different values of “𝐸𝑐”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 8. Variation of concentration profile with different values of “𝑆௖”. 
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If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 9. Variation of concentration profile with different values of “𝑆௥”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 10. Variation of microorganism profile with different values of “𝑃𝑒”. 

If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 

Figure 11. Variation of microorganism profile with different values of “𝐿𝑒”. 
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If 𝜉 = 0.5, 𝑄 = 1.1, 𝐸𝑐 = 1.8, 𝑃𝑟 = 21, 𝑀 = 0.25, 𝜆 = 1.5, 𝐹௥ = 1.3, 𝑆௖ =

2.8, 𝐾௥ = 0.2, 𝑆௥ = 0.1, 𝐿𝑒 = 0.7, 𝛿ଵ = 0.3. 
Table 1 depicts the thermophysical characteristics of the nanofluid. 

Table 1. The thermophysical characteristics of the nanofluid [25]. 

Property Symbol Defined 

Viscosity 𝜇௡௙ 𝜇௡௙ =
𝜇௙

(1 − 𝜙)ଶ.ହ

Density 𝜌௡௙ 𝜌௡௙ = (1 − 𝜙)𝜌௙ + 𝜙𝜌௦ 

Heat Capacitance (𝜌𝐶௣)௡௙ (𝜌𝐶௣)௡௙ = (1 − 𝜙)൫𝜌𝐶௣൯
௙

+ 𝜙(𝜌𝐶௣)௦

Electric conductivity 𝜎௡௙ 𝜎௡௙ = ൞1 +

3 ൬
𝜎௦
𝜎௙

− 1൰ 𝜙

൬
𝜎௦

𝜎௙
+ 2൰ − ൬

𝜎௦

𝜎௙
− 1൰ 𝜙

ൢ 𝜎௙ 

Thermal Conductivity 𝑘௡௙ 𝑘௡௙ =
൫𝑘௦ + 2𝑘௙൯ − 2𝜙(𝑘௙ − 𝑘௦)

൫𝑘௦ + 2𝑘௙൯ + 𝜙(𝑘௙ − 𝑘௦)
𝑘௙ 

Mass Diffusivity 𝐷௡௙ 𝐷௡௙ = (1 − 𝜙)𝐷௙ 

Table 2 presents the thermophysical properties of both base fluids and 
nanoparticles. 

Table 2. The thermophysical characteristics of nanoparticles in conjunction with the 
base fluid. 

Physical property Blood 𝒁𝒏𝑶 𝑻𝒊𝑶𝟐 

𝜌(𝑚ିଷ𝐾𝑔) 1063 5700 4250 

𝐶௣(𝐾ିଵ𝐽𝐾𝑔ିଵ) 3594 523 686.2 

𝑘(𝐾ିଵ𝑊𝑚ିଵ) 0.492 25 8.9538 

𝜎(Ω. 𝑚ିଵ) 0.8 2 × 10−6 1.0 × 10−12 

Tables 3 and 4 present a discussion on the Nusselt number and drag force 
coefficient responses for different parameter values. 

Table 3 shows the direct relation of different parameters with 𝑅𝑒
భ

మ𝐶௙ , as the 

parameters 𝑀, 𝜆, and 𝐹௥ increase, the value of 𝑅𝑒
భ

మ𝐶௙ also increase. 

Table 3. Calculated the −𝑅𝑒
భ

మ𝐶௙  values for different 𝑀, 𝜆, and 𝐹௥ predictions, assuming ξ=0.5, and 𝑃𝑟 = 21. 

𝑴 𝝀 𝑭𝒓 𝒁𝒏𝑶 + Blood 𝑻𝒊𝑶𝟐 + Blood 

0.2 0.5 0.6 0.43782910 0.40347623 

0.4 0.5 0.6 0.43871489 0.40448743 

0.6 0.5 0.6 0.43946105 0.40452139 

0.8 0.5 0.6 0.44163052 0.40453278 

0.25 1 0.6 0.01638520 0.06201482 

0.25 3 0.6 0.02561956 0.06321946 

0.25 5 0.6 0.02581405 0.06422105 
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Table 3. (Continued). 

𝑴 𝝀 𝑭𝒓 𝒁𝒏𝑶 + Blood 𝑻𝒊𝑶𝟐 + Blood 

0.25 7 0.6 0.02816391 0.07249543 

0.25 0.5 0.5 0.13734056 0.27510531 

0.25 0.5 1.0 0.14246190 0.27621021 

0.25 0.5 1.5 0.14349561 0.29218945 

0.25 0.5 2.0 0.15302185 0.29317220 

Table 4 shows the inverse relation of different parameters with 𝑅𝑒
భ

మ𝑁𝑢, as the 

parameters 𝑀, 𝜆, 𝐸𝑐, and 𝑄 increase, the value of 𝑅𝑒
భ

మ𝑁𝑢 decrease. 

Table 4. Calculated the −𝑅𝑒
భ

మ𝑁𝑢 values for 𝑀, 𝜆, 𝐸𝑐, and 𝑄 predictions, assuming ξ=0.5, and 𝑃𝑟 = 21. 

𝑴 𝝀 𝑬𝒄 𝑸 𝒁𝒏𝑶 + Blood 𝑻𝒊𝑶𝟐 + Blood 

0.2 0.5 0.2 0.4 0.71026721 0.62393745 

0.4 0.5 0.2 0.4 0.70827642 0.62137012 

0.6 0.5 0.2 0.4 0.70472011 0.61274624 

0.8 0.5 0.2 0.4 0.69321064 0.59387251 

0.25 1 0.2 0.4 0.39174290 0.33865102 

0.25 3 0.2 0.4 0.37812301 0.33682306 

0.25 5 0.2 0.4 0.37520173 0.31852047 

0.25 7 0.2 0.4 0.34193084 0.31638561 

0.25 0.5 0.4 0.4 0.51030618 0.48261823 

0.25 0.5 0.8 0.4 0.50593821 0.47726582 

0.25 0.5 1.2 0.4 0.50262145 0.45451894 

0.25 0.5 1.6 0.4 0.48923073 0.44327632 

0.25 0.5 0.2 0.3 0.03914723 0.29526081 

0.25 0.5 0.2 0.5 0.01736814 0.29418652 

0.25 0.5 0.2 0.7 0.01519354 0.27862091 

0.25 0.5 0.2 0.9 0.01284067 0.27127912 

Table 5 illustrates a comparison between our study and the works done by El. 
Aziz [35], Loganathan and Vimla [36], and Sharma [37]. 

Table 5. Comparison of −𝜃ᇱ(0) across various values of 𝑃𝑟, in a scenario where 

𝑄, 𝐸𝑐, 𝑀 and 𝜆 are all equal to zero, and ξ is set to 0.5. 

𝑷𝒓 El. Aziz [35] Loganathan and Vimla [36] Sharma [37] Present Study 

1 0.954785 0.955870 0.954788 0.955271 

3 1.869074 1.868878 1.869073 1.868219 

5 2.500132 2.499982 2.500121 2.522403 

10 3.660372 3.660239 3.660289 3.661172 
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5. Conclusion

In the problem being examined, a non-similar analysis of MHD boundary layer
flow with Darcy-Forchheimer bioconvection of nanofluids is proposed in the study. 

The study has provided insights into the impact of the nanoparticles 𝑇𝑖𝑂ଶ and 𝑍𝑛𝑂 on 
the flow dynamics and transport phenomena within the boundary layer. Further 
investigations may be warranted to explore the long-term effects and potential 

applications of utilizing 𝑇𝑖𝑂ଶ  and 𝑍𝑛𝑂  in nanofluid systems, particularly in the 
context of medical treatments and therapies. Understanding the behavior of these 
particles within MHD boundary layer flows is crucial for optimizing their utilization 
and ensuring their safe and effective implementation in various fields. The study 
investigates the impact of relevant parameters on velocity, temperature, nanoparticles 
volume fraction, and microorganism distribution within appropriate ranges. To tackle 
the highly nonlinear governing system, a combination of the LNS technique and the 
MATLAB bvp4c (built-in package) is employed successfully. This study’s findings 
can be summed up as follows: 

 The velocity profile collapses with the higher magnetic field (𝑀), porosity (𝜆),

and Forchheimer number (𝐹௥) parameters.

 By enhancing the magnetic field, porosity, and Eckert number parameters, the
temperature profile improved.

 The concentration profile is reduced when the Schmidt number (𝑆𝑐) is increased

but improved when the Soret number (𝑆𝑟) is increased.

 The microorganism’s profile reduced as the Lewis number (𝐿𝑒) grew, whereas it

increased as the Peclet number (𝑃𝑒) increased.

 Increases in the magnetic field, porosity, and Forchheimer number lead to an rise
in the drag coefficient.

 The local Nusselt number decreases as the magnetic field, porosity, Eckert
number, and heat source increase.

 A comparative study has been conducted to bolster the current research,
showcasing the coherence of the current findings.

 Future endeavors may focus on the refinement of medical imaging modalities
such as magnetic resonance imaging (MRI), the optimization of radiation therapy
methodologies for cancer treatment, and the incorporation of perspectives from
heat transfer studies on stretched surfaces into biomedical device development,
to improve both safety and effectiveness in medical era.
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Abstract: The co-hydrothermal carbonization of biomasses has shown many advantages on 

charcoal yield, carbonization degree, thermal-stability of hydrocar and energy recovered. The 

goal of this study is to investigate the effect of co-combustion of cattle manure and sawdust on 

energy recovered. The results show that ash content ranged between 10.38%–20.00%, 

indicating that the proportion of each variable influences energy recovered. The optimum is 

obtained at 51% cattle manure and 49% sawdust revealing 37% thermal efficiency and 3.9 kW 

fire power. These values are higher compared to cattle manure individually which gives values 

of 30% and 2.3 kW respectively for thermal efficiency and fire power. Thus, the mixture of 

biomasses enhances energy recovered both in combustion and hydrothermal carbonization. 

Volatile matter is lower in mixture predicting that the flue gas releases is lower during 

combustion. Fixed carbon is higher in mixture predicting that energy recovered increases 

during the combustion of mixture than cattle manure individually. Higher Carbon content was 

noticed in mixture than cattle manure indicating that the incorporation of sawdust enhances 

heating value. The incorporation of sawdust in cattle manure can also enhance energy 

recovered and is more suitable for domestic and industrial application. 

Keywords: biomasses; mixture; co-combustion; energy enhancing 

1. Introduction

One of the main challenges faced by most developing countries like Cameroon is
the lack of clean and affordable fuels for domestic cooking and other industrial 
activities [1,2]. In these countries, the populations use gas, electricity, wind and solar 
energies for their various energy activities [3,4]. Furthermore, in the most remote areas 
of these countries, citizens do not have the means to access these fuels due to their 
high cost [5]. Thus, they use wood for their energy needs which contributes to fast 
deforestation [6,7]. Indeed, the use of some of these energies causes environmental 
problems, mainly the emission of greenhouse gases which is the origin of global 
warming of the planet [8–11]. These limits lead to find other alternatives energy 
sources [12,13]. The valorization of biomass is considered as promising route due to 
its availability and diversity [14–16]. The choice of biomass as energy sources in a 
given area depends on its availability [17–19]. Thus, in the Adamawa region of 
Cameroon, cattle breeding predominates peasant life with a herd of around 3.5 million 
head and produces approximately 1,900,000 dry bons tons of cattle manure per year 
[20]. The conversion of cattle manure into energy would permit to recycle this waste 
and clean up the environment as his higher heating value is ranged between 14 MJ/kg 
and 18 MJ/kg in function of manure origin animal diet and housing system [20–23]. 

However, the direct use of biomass as energy sources is limited by some 
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unappropriated properties such as high moisture content, low heating value, high 
heterogeneity, high alkali content, poor grindability, low bulk density and storage 
problems [24,25]. Hence, for an efficient use as energy, biomass needs to be converted 
[20]. Thus, literature reveals many efficient processes of converting biomass to energy 
biofuels namely physical, thermochemical and biochemical [25]. In physical method 
of conversion, biomass is densified into solid briquettes while thermochemical process 
of conversion includes combustion, pyrolysis, gasification and biochemical route 
consists to convert biomass to ethanol and methane by fermentation and anaerobic 
digestion [22,25]. 

Among the methods of converting biomass into energy, the production of fuel 
briquettes seems to be appropriated for underprivileged populations [25,26]. However, 
briquettes made from cattle manure often causes problem during combustion due to 
the high ash content ranging between 22% to 30% in function of housing system. In 
fact, Kenney et al. [27], Samomssa et al. [20] have shown that biomasses with high 
ash content more than 10% pose the problem of sintering, agglomeration, deposition, 
erosion and corrosion caused by the low melting point of ashes. Furthermore, Li et al. 
[28] indicated that the mixture of biomasses with varied biochemical compositions
(cellulose, hemicellulose and protein) enhanced energy recovered during
thermochemical conversion. These studies have been investigated on
hydrocarbonization process and satisfactory result were obtained on charcoal yield,
carbonization degree, thermal-stability of hydrocar and energy recovered. More so,
Wang et al. [29], Bardhan et al. [30], Leng et al. [31] justified this result by the fact
that the interaction between cellulose, hemicellulose and proteins improves the energy
properties during carbonization which occurs in anaerobic conditions and some time
at subcritical water conditions under self-generated pressures [32]. The question we
ask is the mixture of biomass can also improve energy recovered during combustion
which occurs in aerobic conditions? Thus, the sawdust which is abundant in Adamawa
region of Cameroon is estimated at 69,000 dry bones tons per year [33] can be
combined with cattle manure to probably increase its energy efficiency during
combustion. The objective of this study is the valorization of cattle manure and
sawdust for the production of energy briquettes. More precisely, it will be: find the
best formulation which gives better combustion; carry out a physico-chemical and
energetic characterization; produce briquettes and evaluate their properties.

2. Materials and methods

2.1. Sampling 

The cattle manure was provided by School of Veterinary Medicine and Sciences 
of the University of Ngaoundere while, the sawdust was collected from the furniture 
factory in Ngaoundere city. These samples were taken in bags to the Analytical 
Chemistry laboratory of ENSAI. The compositional characteristics were reported by 
Samomssa et al. [20] and Tchouanti et al. [34] and is presented in Table 1. 
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Table 1. Compositional characteristics of cattle manure on dry basis (%) [20,34]. 

Structural analysis 

Cattle manure [20] Ayous sawdust [34] 

Cellulose 32.21 ± 0.02 46.5 ± 3.54 

Hemicellulose 15.67 ± 0.06 16.2 ± 1.56 

Lignin 18.50 ± 2.12 16.2 ± 1.56 

Proximate analysis 

Volatile matter 64.67 ± 2.08 98.10 ± 0.06 

Ash 22.31 ± 2.52 1.90 ± 0.06 

Fixed carbon 13.02 ± 4.06 10.90 ± 0.38 

Ultimate analysis 

Carbon 37.72 ± 1.84 - 

Hydrogen 4.69 ± 0.12 - 

Oxygen 34.74 ± 0.63 - 

Nitrogen 0.80 ± 0.04 - 

2.2. Formulation of best mixture 

The best mixture from cattle manure and sawdust was found by the mean of 
simplex centroid mixture design. Variables were the proportions of cattle manure (X1) 
and sawdust (X2) while the response is ash content. The model is expressed using 
Schefe model and is presented by Equation (1). This equation does not have a constant 
and can justify the fact that the sum of the proportion of each experiment has to be 
equal to 1. The experiment with proportions (1/2, 1/2) and (5/2, 6/2) were added to 
allow better statistical analysis of the results and the construction of more precise iso-
response surfaces. This matrix gives the total of seven (7) experiments. 

𝑌 = 𝑏ଵ𝑋ଵ + 𝑏ଶ𝑋ଶ + 𝑏ଵ𝑏ଶ𝑋ଵ𝑋ଶ (1)

2.3. Characterization of the best mixture 

The characterization of the best mixture from cattle manure and sawdust included 
Fourier transformation infrared (FTIR), scanning electron microscope (SEM), 
thermogravimetry (TGA), proximate, ultimate and structural analyses. 

FTIR: 
FTIR analysis was performed on a Perkin Elmer FTIR spectrometer. The samples 

were placed on an ATR crystal, pressed down and irradiated with a narrow band of IR 
light (middle part of the spectrum). The signal of the reflected IR light is detected. 

Thermogravimetry: 
Thermogravimetry analysis was performed on a Q500 thermogravimeter. The 

raw and pre-treated biomasses were heated at 650 ℃, 10 ℃/min heating rate in 
nitrogen atmosphere as described by Samomssa et al. [25]. A thermocouple measured 
the temperature difference between the sample and the control. In the absence of 
transformation, the temperature difference between the control and the sample was 
low and the thermogram was flat. When a transformation takes place in the sample, a 
peak is recorded whose orientation indicates whether it is an endothermic or 
exothermic reaction. Approximately 5 mg of sample was used each time. The heating 
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rate was 10 ℃/min and the nitrogen flow rate was 500 mL min−1. 
Scanning electron microscope (SEM): 
The morphological, micrograph and microstructure were conducted using 

Scanning Electron Microscope (SEM) Hitachi S4800 based on interaction between 
electron and sample. The preparation of the samples consists in dispersing a small 
quantity on a double-sided carbon adhesive glued to an aluminum sample holder. 

Elemental dispersive Xray analysis (EDX): 
The EDX analyses were studied to obtain elemental composition by the mean of 

Hitachi S4500. The measuring device is the Hitachi S4500 microscope operating 
under vacuum and at an acceleration voltage varying from 0.5 to 30 kV and coupled 
to an EDX thermofisher detector allowing chemical analysis on the samples from the 
boron element. It is equipped with a field emission cannon which allows very good 
spatial resolution. This microscope has been used in environmental mode to limit the 
charge effects due to the accumulation of electrons on poorly conductive surfaces 

Structural analysis: 
The cellulose content experiment consisted to treat 1 g of mixture with 5 mL of 

concentrated nitric and boil the whole in a bain-marie thermostated at 95 ℃ for 1 h. 
After decantation and subsequent filtration, a new treatment was carried out under the 
same conditions. The operation was repeated three times on the same sample. At the 
end of the third boiling, the white paste obtained was washed with ethanol (20 mL) 
and then dried in an oven at 105 ℃. The residue obtained represents the cellulose 
content. 

The lignin content is determined by taking 50 mL of sulfuric acid (72%) and 
introducing in the beaker which previously contain 1 g (mL) of sample. The mixture 
was heated for 3 h, and subsequently filtered. The filtrate was dried for 24 h at 105 ℃ 
then incinerated at 550 ℃ for 4 h. The masses after drying and incineration were 
weighed and noted mS and mI respectively. The lignin content was calculated by the 
Equation (2). 

% Lignine =
𝑚ௌ − 𝑚ூ

𝑚ଵ
× 100 (2)

The alkaline extraction method was used to assess hemicellulose content. 1 g (m1) 
of sample was mixed with 25 mL of 0.5 M NaOH. And the was boiled for 4 h, filtered 
and washed with distilled water until total elimination of residual NaOH. The residues 
obtained were dried at 105 ℃ to constant mass (m2, representing hemicellulose). 

Proximate analysis: 
Moisture content (MC), volatile mater (VM), ash content (AC) were estimated 

according to ASTM E871-82 (2006) [35], ASTM E872-82 (2006) [36], and ASTMD 
1102-84 (2007) [37] respectively. 

Moisture content consisted to weight 1 g of sample (M1) then dry at 105 ℃ for 
24 h in oven ad weight again (M2). The moisture content was given by Equation (3): 

𝑀𝐶 = ൬
𝑀1 − 𝑀2

𝑀1
൰ × 100 (3)

The volatile matter (VM) was carried out by drying 1 g of powder in an oven at 
105 ℃ until constant mass (M1). The dried powder was then calcined in a muffle 
furnace at 550 ℃ for 30 min in an anaerobic crucible ad weight (M2). The volatile 
matter content was given by Equation (4): 
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VM = ((M1 − M2)/M1) × 100 (4)

The determination of ash content (AC) follows the same process as the volatile 
matter, with the difference that the dried sample is calcined at 550 ℃ in the muffle 
furnace for 4 h in an aerobic crucible and the mass obtained was noted M3. The 
expression for AC is given by Equation (5). 

AC = (M3/M1) × 100 (5)
Fixed carbon (FC) expressed as a percentage is calculated using Equation (6): 

FC = 100 − (VM + AC) (6)
where: FC (%) the fixed carbon, VM (%) the volatile matter, AC (%) the ash content. 

Ultimate analysis and higher heating value modeling: 
The carbon (C), hydrogen (H), total nitrogen (N), sulfur (S), oxygen (O) and 

higher heating value were calculated according to the models illustrated by Equations 
(7)–(13). These models have been developed in order to solve the accessibility of the 
CHNOS analyser and bomb calorimeter. These models were reviewed by Samomssa 
et al. [20]. 

C = 0.637FC + 0.455MV (7)
Mass concentration of hydrogen (H) 

H = 0.052FC + 0.062MV (8)
Mass concentration of total nitrogen (N): 

N = 2.10 − 0.020MV (9)
Oxygen mass concentration: 

O = 0.304FC + 0.476MV (10)
Sulfur mass concentration (S): 

S = 100 − (H + C + O + N) (11)
HHV = 3.393 + 0.507[C] − 0.341[H] + 0.067[N] (12)
HHV = 27.239 − 0.306 × [AC] − 0.089 × [VM] (13)

2.4. Fuel briquette production and characterization 

Fuel briquettes were produced using Hydraulic mechanic press. Preliminary tests 
and literature review guided to fix some parameters such as briquetting mass, 
briquetting pressure and raw material moisture content at 10 g, 10 MPa, 12% 
respectively. Mechanical and combustion properties were assessed to the obtained fuel 
briquettes by the method described by Samomssa et al. [25]. 

Degradation rate of briquette (DRB) was determined by the ratio of the burned 
distance as a function of time. Thermal efficiency and fire power were also determined 
by the Equations (14) and (15) respectively. 

Thermal efficiency =
𝑉𝑖 × 𝐶𝑝 × 𝛥𝑇

𝑚 × 𝐻𝑉
× 100 (14)

where, Vi = Initial volume of distilled water (kg), Cp: Specific heat of water (kcal/kg), 
ΔT: Rise in temperature of water (°C), m: Mass of fuel used to boil water (kg), HV: 
Heating value, kcal/kg. 

Fire power =
𝑚 × 𝐻𝑉

60 × 𝛥𝑇
(15)

Index resistance impact (IRI) was evaluated by dropping the fuel briquette several 
times without initial Vitesse until it breaks. Ten drops were set as a standard for all 
experiments. IRI is expressed by Equation (16). 
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IRI =
100 × Nomber of drops

Nomber of broken pieces
(16)

3. Results and discussion

3.1. Best mixture 

Table 2 presents the experimental design and showing that ash content ranged 
between 10.38%–20.00%, indicating that the proportion of each variable influences 
the response. Taking individually, ash content of cattle manure is 20%, then this value 
decreases until 10.38% when sawdust is incorporated. According to this result, it can 
be concluded that, the mixture of biomasses with different biochemical composition 
improves energy recovered both in combustion and in hydrothermal carbonization. 
The result in hydrothermal carbonization has been demonstrated by Li et al. [28] and 
Wang et al. [29]. The viability of result obtained in combustion is better explained by 
the validation condition of the model presented in Table 3. 

Table 2. Response matrix. 

Experiments Cattle manure proportion (g) Sawdust proportion (g) Ash content (%) 

1 2.00 0.00 20.00 

2 1.50 0.50 12.02 

3 1.00 1.00 10.38 

4 0.50 1.50 11.03 

5 1.75 0.25 15.81 

6 1.25 0.75 12.97 

7 2.00 0.00 20.00 

Table 3. Validation of model using validation index. 

Validation index Values Validation condition 

R2 0.98 𝑅ଶ ≥ 0.90 

AAD 0.07 AADM = 0 

Bf 0.99 0.75 Bf 1.25 

Af1 
Af2 

0.99 0.75 Af1 1.25 

1.02 0.75 Af2 1.25 

The conditions used to validate the model are reviewed by Samomssa et al. [25] 
that adjusted R2 closer to 100%, absolute average deviation (AAD) closer to zero, bias 
and exactitude factors ranged between 0.75 to 1.25. It is evident from Table 3 that the 
validation index is in the intervals set, thus the model of ash content in function of 
proportion of cattle manure and sawdust is valid and it is illustrated by Equation (13) 
where X1 and X2 represent the proportions of cattle manure and sawdust respectively. 

This equation reveals that the proportion of cattle manure (X1) and sawdust (X2) 
positively influence ash content. This influence is two time more observed for cattle 
manure than sawdust. From Equation (17), the interaction of cattle manure (X1) and 
sawdust (X2) decreases ash content. This result can justify the fact that, the mixture of 
biomasses enhances energy recovered during combustion probably due to interaction 
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between cellulose, hemicellulose and protein of each biomass as indicated by Li et al. 
[28] and Wang et al. [29] in the case of hydrothermal carbonization. In fact, Torgrip
and Fernandeze [38] reported that heating value increases when ash content decreases.
The influence of each proportion is better described by iso curve response presented
in Figure 1.

Ash content = 18.786X1 + 10.918X2 × 8.125X1X2 (17)
This figure reveals two plots notably red and blue. The red plot indicates that the 

proportion of sawdust decreases ash content while the blue plot illustrates that the 
proportion of cattle manure increases it. The intersection of the two plots shows the 
lower value of ash content and justified the fact that the mixture of biomasses enhances 
energy recovered during combustion. The probability is 0.03 which is less than 0.05 
attesting to the viability of the model. The optimum is indicated by the intersection of 
the two plots revealing 51% of cattle manure and 49% of sawdust. 

Figure 1. Iso curve response. 

3.2. Characterization of the best mixture 

Functional groups: 
Figure 2 shows infrared spectra illustrating four main adsorption bands, namely 

between 3100–3500 cm−1; 2000 cm−1; 1500 cm−1 and 1000–500 cm−1. The wide 
absorption band between 3100 cm−1 and 3500 cm−1 is attributed to the elongation 
vibration of OH bonded alcohol. This would be due to the presence of cellulose 
hemicellulose and lignin. The thin absorption band at 2000 cm−1 reveals the presence 
of the C–H elongation bond. The adsorption band at 1500 cm−1 is characteristic of 
elongation of the C–O bond and corresponds to the C–C bond. The absorption band 
between 1000 cm−1 and 500 cm−1 are attributed to KCl, CaCl2, phosphate (PO4

3−) and 
carbonate (CO3

2−) due to the inorganic halogen compounds and mineral components. 
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Figure 2. FTIR spectra. 

Scanning electron microscope (SEM): 
Figure 3 presents the microstructure of the mixture revealing heterogeneous 

particle size. Ormaechea et al. [39] justified the heterogeneous particle size by the 
variable proportion of cellulose, hemicellulose and lignin. Figure 3 also reveals the 
macro porous structure. Samomssa et al. [25] and Tsai and Liu [40] reviewed that the 
porous structure is justified by the fact that the space between cellulose is filled by 
lignin which is distributed across the different layers of the cell wall and reduces the 
available surface area. Additionally, Tsai and Liu [40] reported that lignocellulosic 
constituents combined to C and O contain a few amount of mineral elements. 

Figure 3. Micrograph of mixture. 

It can be concluded that the mixture from cattle manure and sawdust gives 
macrostructural photography compared to cattle manure which indicated miso porous 
structure as reported by Ormaechea et al. [39]. Even more, during combustion, oxygen 
diffuses through the macro pores is more than micropore and can enhance combustion 
and energy recovered. 

EDX: 
Figure 4 shows EDX of mixture illustrating that carbon and oxygen are the 

highest elements followed by nitrogen. This result is in accordance with ultimate 
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analysis obtained by models and can justified their viability to determine carbon and 
oxygen. Na, Mg, Al, Rb, Si, Sr, P, S, Cl, K, Ca, Ti, Cr, M, Fe and Ze are trace elements. 

Figure 4. EDX of mixture. 

Proximate and ultimate analyses: 

Table 4. Proximate and ultimate analyses. 

Analyses Cattle manure Sawdust Mixture 

Proximate analysis 

Moisture content (MC) % 8.50 ± 0.70 5.75 ± 0.35 6.83 ± 0.62 

Ash content (AC) % 21.79 ± 0.81 3.25 ± 0.35 10.38 ± 0.11 

Volatile matter (VM) % 64.75 ± 1.40 73.94 ± 0.43 60.67 ± 2.02 

Fixed Carbone (FC) % 13.50 ± 0.5 22.81 ± 0.08 28.95 ± 2.10 

Ultimate analysis 

Carbon (C) % 31.67 48.16 41.35 

Oxygen (O) % 32.12 42.12 38.91 

Hydrogen (H) % 4.35 5.76 5.13 

Nitrogen (N) % 0.93 0.62 0.73 

Table 4 presents proximate and ultimate analyses of cattle manure, sawdust and 
their mixture. It is appeared from this table that moisture content of the three bio 
resources is less than 10% and according to Muhammad et al. [41] they can be directly 
used in combustion without pretreatment. Ash content of cattle manure is higher than 
mixture while it is lower in sawdust. This is explained by the fact that the incorporation 
of sawdust in cattle manure decreases ash content thus enhances energy recovered. 
Table 4 also shows that volatile matter is lower in mixture predicted that the flue gas 
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releases is lower during combustion. From Table 4 fixed carbon is higher in mixture 
and according to Jiang et al. [42], this result predicted that energy recovered increases 
during the combustion of mixture than sawdust and cattle manure individually. 

In Table 4, it is observed that carbon is higher in mixture than cattle manure 
indicating the fact that the incorporation of sawdust enhances heating value. The same 
observation hydrogen tends to increase heating value while oxygen and nitrogen 
decrease heating value. Nitrogen and oxygen predict the quantity of gas emissions 
during combustion. 

Obtained fuel briquettes and characterization: 
The picture presented by Figure 6 illustrated the view of produced fuel briquette 

and their properties is indicated in Table 5. This table presents that, the index 
resistance impact (IRI) of briquette is 1000 revealing that the obtained fuel briquettes 
would be handle and transport without breaking. The combustion properties show that 
the thermal efficiency is 37% and the fire power is 3.9 kW. As presenting in Table 5, 
physico-thermal properties of fuel briquette from cattle manure solely is less than the 
mixture which indicates that the mixture is better suitable for domestic and industrial 
application. The degradation rate of fuel mixture briquette is 0.7 cm/min reveals their 
potential to replace wood energy. 

Figure 5. Image of fuel briquette from mixture of cattle manure and sawdust. 

Table 5. Fuel briquette properties. 

Experiments Briquette from cattle manure Briquette from mixture 

IRI 1000 500 

DRB (cm/min) 0.7 1.0 

Thermal efficiency (%) 37.0 30 

Fire power (kW) 3.9 2.3 

4. Conclusion

The production of energy from biomass has become the points of interest. The
main challenge is to put in place the efficient conversion technology and to maximize 
energy produced. This study presents the effect of cattle manure and sawdust mixture 
on energy recovered. The result show that ash content ranged between 10.38%–
20.00%, indicating that the proportion of each variable influences energy recovered. 
The optimum is obtained at 51% cattle manure and 49% sawdust for 37% thermal 
efficiency and 3.9 kW fire power. These values are higher compared to cattle manure 
individually which gives values of 30% and 2.3 kW respectively for thermal efficiency 
and fire power. Volatile matter is lower in mixture predicted that the flue gas releases 
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is lower during combustion. Fixed carbon is higher in mixture predicted that energy 
recovered increases during the combustion of mixture than cattle manure individually. 
Carbon is higher in mixture than cattle manure indicating the fact that the 
incorporation of sawdust enhances heating value. 
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Abstract: This paper aims to verify the possibility of utilising water-in-diesel emulsions 

(WiDE) as an alternative drop-in fuel for diesel engines. An 8% WiDE was produced to be 

tested in a four-stroke, indirect injection (IDI) diesel engine and compared to EN590 diesel 

fuel. An eddy current brake and an exhaust gas analyser were utilised to measure different 

engine parameters such as torque, fuel consumption, and emissions at different engine loads. 

The results show that the engine running on emulsified fuel leads to a reduction in torque and 

power, an increase in the specific fuel consumption, and slightly better thermal efficiency. The 

highest percentual increment of thermal efficiency for WiDE is obtained at 100% engine load, 

5.68% higher compared to diesel. The emissions of nitric oxide (NO) and carbon dioxide (CO2) 

are reduced, but carbon monoxide (CO) and hydrocarbons (HC) emissions are increased, 

compared to traditional diesel fuel. The most substantial decrease in NO and CO2 levels was 

achieved at 75% engine load with 33.86% and 25.08% respectively, compared to diesel. 

Keywords: water-in-diesel emulsion; IDI diesel engine; performance; emissions; micro-

explosion 

1. Introduction

For numerous years, governments worldwide have regrettably overlooked
pollution and its detrimental impact on the environment, despite its standing as a chief 
contributor to both health issues and the planet’s decline in recent decades. Among the 
most severe manifestations of pollution is air pollution, a grave concern highlighted 
by the World Health Organization, attributing over 4.2 million fatalities annually [1]. 
Fossil fuels are one of the main responsibles for these emissions of pollutants into the 
air, accounting for over 84.3% of all primary energy sources [2]. The transport sector 
represents over 15.0% of the fossil fuels emissions, and in Europe, oil represents over 
93% of the total energy consumption in the sector, followed by low amounts of 
biofuels and natural gas [3,4]. 

Internal combustion engines represent the big share of fossil fuels’ consumption, 
being responsible for the high concentrations of greenhouse gases in the atmosphere 
[5]. Until now, diesel engines stood out as one of the most efficient and dependable 
mechanisms for converting energy, boasting superior fuel-to-power conversion 
efficiency. This inherent efficiency translates into improved fuel economy [6]. Hence, 
they reign as the predominant category of engines across a diverse spectrum of 
applications, including power generation, on-road transportation, agriculture, military 
usage, and marine operations [7]. However, on a less positive note, diesel engines 
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constitute the primary source of the most concerning exhaust emissions, notably 
nitrogen oxides [8]. 

With the upcoming emissions restrictions scheduled for 2025, known in Europe 
as the European Emission Standards (Euro 7) [9], plentiful technologies have been 
developed and are available that offer reduced emissions, like alternative and cleaner 
fuels (electricity, hydrogen, biofuels, natural gas, etc.). All of which have their 
advantages and disadvantages. WiDE represents a technological advancement and a 
fuel designed for integration into diesel engines, offering the dual benefits of enhanced 
combustion efficiency and reduction in exhaust emissions. As a “drop-in” fuel, no 
modifications to the engine are needed, ensuring its compatibility for immediate 
utilisation. An emulsion is a dispersion containing two immiscible phases, mixed by 
mechanical shear and chemical processes and stabilised by surfactants. In an emulsion, 
droplets of one liquid are dispersed in a continuous flow [10]. WiDE consists of diesel 
as the continuous phase, water as the dispersed phase, and surfactants. A surfactant is 
an amphiphilic molecule that has hydrophobic and hydrophilic parts. The primary goal 
of a surfactant (or surface-active agent) is to lower the interfacial tension between the 
two surfaces (e.g., diesel and water), reducing the repellent force between the two 
liquids and diminishing the attraction between the molecules of the same liquid. This 
results in lower energy required to increase the surface area, leading to a spontaneous 
dispersion of water droplets and possibly to a thermodynamically stable system. The 
secondary role is to maintain the stability of the emulsion while reducing the 
coagulation effect in the water phase [11,12]. Non-ionic surfactants are relatively non-
toxic and the main choice for WiDE [13]. 

The cleaner combustion of emulsified fuels can be attributed to the puffing and 
micro-explosion phenomena in emulsion droplets. When the emulsion is sprayed into 
a hot combustion chamber, heat is transferred to the surface of the fuel droplets by 
convection and radiation. A rapid break-up of the parent droplets due to the different 
volatility of the fuel and water promotes a secondary atomization that reduces the 
combustion duration [14], as seen in Figure 1. 

Figure 1. Primary and secondary atomization of WiDE [15]. 
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At this stage, the two phenomena prevail [15,16]. Puffing is the partial ejection 
of some dispersed water out of an emulsion droplet. Micro-explosion is the complete 
break-up of the parent droplet. These two occurrences improve the combustion process 
by enhancing the effective fuel droplet size distribution, leading to better air-fuel 
mixing and therefore better fuel efficiency and fewer emissions [16]. Figure 2 shows 
an example of the micro-explosion phenomenon. 

Figure 2. Micro-explosion in WiDE [17]. 

The evaporation of water present in the emulsion leads to a significant reduction 
in the combustion chamber temperature (heat sink effect), reducing NOx emissions. 
The longer ignition delays due to the heat sink effect results in more fuel combustion 
in premixed mode [14]. The air/fuel ratio becomes higher, ensuring a sufficient 
amount of oxygen availability, which can help to reduce CO and HC formation [18]. 

Even though the process is simple to understand, there are still many uncertainties 
about the ideal properties and composition of the emulsion system [19]. For WiDE, 
the correct choice of surfactants and the proportional mixture between them is 
essential to achieve stability and effectiveness. The same happens for the 
emulsification process and the ideal water content. Different percentages will lead to 
different results when it comes to performance and emissions parameters. Although 
most studies are consensus on the reduction of NOx, the results for CO, CO2, and HC 
differ widely. The same happens for torque, fuel consumption, and thermal efficiency 
[20–24]. 

The majority of research concerning performance and emissions pertains to diesel 
engines featuring direct injection (DI), a more modern technology recognised for its 
high injection pressures and improved efficiency [25,26]. This prevailing trend is 
similarly observed in most investigations focused on WiDE [27]. Only a limited 
number of works regarding emulsions involve engines equipped with indirect fuel 
injection [28,29]. A most recent study has analysed the effect of DI and IDI on the 
performance and emissions of WiDE [30]. It has found that even though some of the 
emissions are reduced, the brake-specific fuel consumption of the IDI case was 
considerably higher. IDI diesel engines have distinct combustion characteristics, 
mainly due to the existence of a swirl chamber where combustion begins. The injection 
pressure is also significantly lower when compared to DI engines. High injection 
pressures can also be responsible for the reduction in the intensity of micro-explosions 
due to the evaporation and decrease of dispersed water during the injection spray. By 
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focusing this study on an IDI diesel engine, which might not experience sufficiently 
high injection pressures to cause water separation during the spray, more favourable 
outcomes could potentially be achieved. 

Conducting research in this domain can yield a more comprehensive 
understanding of how emulsions behave across diverse combustion scenarios. It is also 
possible to find out potential benefits for this engine type that can have broader 
implications for engine design and performance optimization, especially for industries 
and operators that rely on existing and older equipment and are unable to transition to 
newer engine technologies due to the costly replacements. 

2. Methodology

2.1. Laboratory testing 

In order to achieve the best possible formulation, different trials had to be 
performed with different percentages (m/m) of water, diesel, and surfactants. The 
ultimate goal was to produce an emulsion that would be optimised and stable at a 
temperature close to 40 ℃, which is similar to the fuel’s tank temperature of the engine 
during operating conditions. This was verified by pointing a flashlight at one side of 
the flask and observing if the light would go through the other side. If that is the case, 
the size of the dispersed water droplets is small enough, and a transparent and stable 
emulsion was obtained. 

EN590 diesel fuel, deionised water, a hydrophilic surfactant, and a lipophilic 
surfactant were acquired to be used as reagents to produce WiDE. An analytic balance 
(Radwag AS 310/C/2), a magnetic stirrer (Stuart Scientific SM3), a thermometer 
(Enviro-Safe), beakers, pipettes, and glass bottles were the materials and equipment 
used to accurately weigh, measure, and mix the different reagents. Figure 3 shows the 
equipment and material used for laboratory testing. 

Figure 3. (a) laboratory equipment and material-diesel fuel; (b) deionised water; (c) 
beakers; (d) pipette; (e) surfactants; (f) analytic balance; (g) magnetic stirrer; and (h) 
thermometer. 

The different reagents were weighed and then gradually added to the bottle in the 
magnetic stirrer in the following order: surfactants-diesel fuel-deionised water. This 
process was executed at ambient temperature (T = 25 ℃). Two surfactants (one 
hydrophilic and one hydrophobic) were tested at different concentrations (one to 
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another). Diesel fuel was gradually added to the surfactants and mixed for 5 min. 
During this period, deionised water was added droplet by droplet. The emulsion was 
then mixed for 2 more minutes. Figure 4 shows a common production process of 
WiDE. 

Figure 4. Typical WiDE emulsification process. 

For this work, one emulsion was created. It consisted of 89% (m/m) diesel fuel, 
8% (m/m) deionised water, and 3% (m/m) surfactant/co-surfactant, as shown in 
Figure 5. 

Figure 5. (a) diesel; and (b) 8% WiDE at T = 40 ℃. 

This composition of the emulsified fuel was selected based on the work of 
Fernandes [31], who has a patent on the composition of micro and nanoemulsions, 
where emulsions with 8% water are included. The only difference was that an alcohol 
was not utilised as a 3rd reagent and only a surfactant and co-surfactant were utilised. 
Because the chemical properties of EN590 diesel vary widely, the formulation 
couldn’t be exactly the same. Various combinations of surfactant and co-surfactant 
percentages were tested, starting at 85% surfactant and 15% co-surfactant with 
increments of 2% in the hydrophilic surfactant. The goal was to achieve a transparent 
emulsion at a temperature of 40 ℃. After different trials, the formulation that proved 
most effective for an emulsion containing 8% water content was the one with a 91% 
hydrophilic surfactant and 9% lipophilic co-surfactant ratio. 
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2.1.1. Fuel properties 

The density, viscosity, and calorific value, among other properties of the fuels, 
can affect the spray, mixing, and energy release rate during the engine combustion 
processes. For this reason, different tests were performed in the original fuel and in 
the emulsions to observe the variation of these properties between them. The density 
and viscosity of diesel fuel at 60 ℃ were not measured since the temperature of diesel 
won’t exceed 40 ℃ in the fuel tank during engine tests. 

Density 

The change in density with the increase of temperature for the different fuels was 
tested and is shown in Figure 6. 

Figure 6. Changes in density with temperature. 

Viscosity 

The change in the kinematic viscosity with the increase of temperature for the 
different fuels was tested and is shown in Figure 7. The same viscometer was used 
during all the tests. Ideally, a rheometer should be used for the emulsion (non-
Newtonian fluid). 

Figure 7. Changes in viscosity with temperature. 

As can be seen, a temperature near 60 ℃ will lead to almost similar viscosities 
between the emulsified fuel and the viscosity of diesel fuel at 40 ℃. Since the mass 
flow rate of a fuel is heavily correlated with its kinematic viscosity (Poiseuille’s law), 
to achieve similar mass flow rates and similar injection timings, during engine tests 
the emulsions in the fuel tank were heated to a temperature near 60 ℃ in a thermostatic 
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bath, while diesel fuel was tested at the temperature reached in the tank during engine 
operation (~40 ℃). 

Heating value 

The amount of heat released during stoichiometric combustion can be calculated 
by using a calorimeter. For this case, it was utilised a bomb calorimeter, model 6050 
from Parr, as seen in Figure 8. 

Figure 8. (a) positive electrode; (b) negative electrode; (c) oxygen valve; (d) bomb; 
(e) water supply; (f) ignition thread; (g) fuel sample; (h) jacket.

After obtaining the higher heating value at constant volume (HHVv) given by the
calorimeter, for further calculations, the chemical composition of the different 
reagents was analysed, as shown in Table 1. 

Table 1. Chemical composition of the reagents. 

Chemical formula Molecular weight [g/mol] Hydrogen [% m/m] Oxygen [% m/m] 

Diesel fuel 
Deionised water 
Hydrophilic surfactant 
Hydrophobic surfactant 

C15.18H29.13 
H2O 
CH3(CH2)10C(=O)N(CH2CH2OH)2 
C24H44O6 

211.70 
18.02 
299.45 
428.61 

13.87 
11.19 
11.11 
10.35 

- 
88.81 
16.03 
22.40 

The lower heating value at constant pressure (LHVp), similar to the diesel engine 
combustion cycle, where water is not condensed and is existing in a vapour form, 
needs to be calculated. After considering the different weights of the reagents in the 
fuels and performing the calculations, the different LHVp were obtained. By 
multiplying the specific energy (MJ/kg) and the fuel’s density at 15 ℃, we can also 
obtain the energy density (MJ/L) for each of the fuels, as shown in Table 2. 

Table 2. Heating values of the fuels. 

Fuel HHVv (MJ/kg) HHVv (MJ/L] LHVp (MJ/kg) LHVp (MJ/L) 

Diesel 45.49 38.26 42.53 35.77 

8% WiDE 41.68 35.64 38.77 33.15 

2.2. Engine testing 

A Lombardini LDW 502 M3 IDI diesel engine was selected to test the different 
fuels. Its specifications are shown in Table 3. The engine was placed on a test bench 
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equipped with an eddy current dynamometer. The measured parameters were speed, 
torque, power, fuel flow, and air flow at different engine loads. An AVL DiTest gas 
1000 model 2301 emission gas analyser was used to measure the exhaust gas 
concentrations. Its specifications are shown in Table 4. The test stand is composed of 
an electromagnetic brake acting as a dynamometer that was dimensioned to dissipate 
a power of 30 kW at 3000 rpm. It is composed of two coils that produce a magnetic 
field and a conductive aluminium disk rotating between them. Nunes and Brojo [32] 
give a detailed explanation of how the dynamometer was designed and the 
mathematical model utilised. An example of the montage diagram with the equipment, 
different sensors, and data acquisition devices is shown in Figure 9. 

Table 3. Engine specifications. 

Specifications LDW 502 M3 

Operating cycle 
Cylinders 
Valves per cylinder 
Bore [mm] 
Stroke [mm] 
Engine displacement [cm3] 
Injection system 
Injection pressure [bar] 
Compression ratio 
Maximum torque [Nm] 
Maximum power [kW] 

4-stroke
2, in-line
2
72
62
505
IDI
147
22.5:1
23
4

Table 4. Gas analyser specifications. 

Gas Measuring range Resolution Accuracy 

CO 
CO2 

HC 
O2 
NO 

0–15% vol. 
0–20% vol. 
0–30,000 ppm vol. 
0–25% vol. 
0–5000 ppm vol. 

0.01% vol. 
0.01% vol. 
1 ppm vol. 
0.01 % vol. 
1 ppm vol. 

±0.03% vol. 
±0.5% vol. 
±10 ppm vol. 
±5% o.M. 
±50 ppm vol. 

Figure 9. Bench-test montage diagram. 
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To supply the emulsified fuel to the engine, the previous laboratory emulsion was 
again reproduced in a sample of 1 kg. A mixing paddle connected to a drill was used 
as a low-energy mixing method (Figure 10). 

Figure 10. 8% WiDE mixing at T = 25 ℃. 

As opposed to diesel fuel testing, the flask containing the emulsion was heated in 
a thermostatic bath and emulsified diesel was supplied to the engine at ~60 ℃ as 
shown in Figure 11. 

Figure 11. Engine bench-test of the emulsion. 

Tests were performed for 50%, 75%, and 100% engine loads, defined by the 
position of the accelerator pedal. For safety purposes, the maximum speed of the 
engine under no load was limited to around 3000 rpm, leading to a decrease in the 
maximum torque and power values that the engine could achieve. For each load 
condition, the engine was left idle for some minutes to warm up, accelerated, and then 
electromagnetically braked at different speeds until stalling. The tests were performed 
at ambient temperature (T = 25 ℃). For each load and speed condition, torque/power, 
fuel consumption, and emissions results were withdrawn. The LabVIEW interface for 
data monitoring and acquisition is shown in Figure 12. 

Figure 12. LabVIEW interface. 
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3. Results and discussion

In this section, the results obtained from the engine performance tests are
described. The different parameters in the figures will include the keyword “brake” 
because an electromagnetic dynamometer (brake) was used to measure them at the 
engine shaft. This is the usable power or torque delivered by the engine to the load [33]. 

3.1. Torque and power 

As shown in Figures 13–15, the overall torque and power values for diesel are 
higher when compared to WiDE at all engine loads. This can be explained by the 
higher heating value of diesel fuel which leads to the release of more energy in 
combustion, surpassing the benefits of the puffing and micro-explosions phenomena 
happening in WiDE. At full engine load, the peak torque value of the engine for diesel 
is 18.32 Nm at 976 rpm, and for 8% WiDE, it is 16.79 Nm at 1023 rpm. At this load, 
the peak power of the engine for diesel is 2.39 kW at 2092 rpm and 2.16 kW at 1621 
rpm for 8% WiDE. 

Figure 13. Brake torque and brake power at 100% engine load. 

Figure 14. Brake torque and brake power at 75% engine load. 

Figure 15. Brake torque and brake power at 50% engine load. 
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3.2. Fuel consumption and efficiency 

Figures 16–18 show that the engine fuelled with diesel has lower overall values 
of SFC compared to WiDE, which can be explained by the lower energy content of 
WiDE and slightly higher viscosity (even if heated during tests), leading to a longer 
injection delay and more fuel injected to overcome the lower LHV of WiDE. 

Figure 16. Brake specific fuel consumption at 100% engine load. 

Figure 17. Brake specific fuel consumption at 75% engine load. 

Figure 18. Brake specific fuel consumption at 50% engine load. 

Only at 100% engine load, WiDE has similar values of SFC compared to diesel 
fuel. Even though the power values for diesel were higher, the mass flow rate for WiDE 
at this condition was low enough to compensate for the loss in power. For other loads 
(75% and 50%), WiDE has higher SFC values when compared to diesel. 

The secondary atomization from the evaporation of water droplets in WiDE can 
enhance the air/fuel mixing and be responsible for the improved combustion and better 
fuel efficiency. 

As seen before, and because WiDE fuel has less diesel and therefore less energy 
content in its composition, its LHV will also be lower, improving thermal efficiency 
as shown in Figure 19. 
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Figure 19. Brake thermal efficiency at different engine loads. 

3.3. Emissions 

For the different fuels, and at the same conditions where torque, power, and 
specific fuel consumption curves were obtained, different exhaust gases from the 
engine were also measured, as shown in Figures 20–22. Regarding the hydrocarbon 
emissions, the gas analyser was calibrated for propane (C3H8). 

Figure 20. Emission gases at 100% engine load. 

Figure 21. Emission gases at 75% engine load. 

Figure 22. Emission gases at 50% engine load. 
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As can be seen, at all engine loads, CO and HC emissions of WiDE are higher 
compared to diesel. The additional carbon and hydrogen atoms of the surfactants used 
to stabilise the mixture can explain this increase. It is also verified that NO emissions 
also increase with the decrease in engine load, which was not expected and can be 
explained by the increase in the combustion temperature at lower accelerator pedal 
positions, which can be a unique characteristic of the engine and its specific operating 
conditions. 

At 100% engine load, NO emissions of WiDE are higher (due to possibly 
localised hot spots within the combustion chamber, leading to the dissociation of the 
water molecules and additional formation of NO). Oxygen (O2) emissions are similar 
when compared to diesel. At 75% engine load, NO emissions of WiDE are lower, CO2 
emissions are lower, and O2 emissions are higher when compared to diesel. At 50% 
engine load, NO emissions of WiDE are lower, CO2 emissions are lower, and O2 
emissions are similar when compared to diesel. 

The addition of water helps in diminishing the high combustion temperatures 
responsible for the emissions of NO, the lower carbon content of WiDE helps to reduce 
the CO2 emissions, and the higher oxygen content helps to increase the O2 emissions, 
even though only verified at 75% engine load. 

4. Conclusions

This investigation has concluded that WiDE can have an important role in the
future as an alternative drop-in fuel for diesel engines since it is able to improve the 
thermal efficiency of the engine while simultaneously reducing some of the pollutant 
emissions. 

When compared to diesel fuel, the density and viscosity of the emulsion are 
higher due to the higher density and viscosity of the surfactants in the mixture. The 
LHV is lower (approximately 91.6% of pure diesel) due to the lower diesel content in 
the emulsion, leading to decreased torque and power values, increased specific fuel 
consumption, and slightly higher thermal efficiency. The overall emissions of NO and 
CO2 were lower, but the emissions of CO and HC were higher. The emissions of O2 
were similar. The existence of water as a dispersed phase in the fuel promotes a 
secondary atomization, enhancing the efficiency of the air/fuel mixing and 
diminishing the higher combustion temperatures (responsible for the formation of 
NO), and the lower carbon content can explain the reduced CO2 emissions. The higher 
CO and HC emissions can be due to the additional carbon and hydrogen atoms of the 
surfactants. 

These aspects lead to the conclusion that WiDE can improve the combustion 
process in the engine while reducing some of the hazardous emissions of diesel 
engines, even though compensated by a slight reduction in torque and power. 
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Abstract: We propose a modified relation between heat flux and temperature 
gradient, which leads to a second-order equation describing the evolution of 
temperature in solids with finite rate of propagation. A comparison of the 
temperature field spreading in the framework of Fourier, Cattaneo-Vernotte (CV), 
and modified Cattaneo-Vernotte (MCV) equations is discussed. The comparative 
analysis of MCV and Fourier solutions is carried out on the example of a simple one-
dimensional problem of plate cooling. 

Keywords: Non-Fourier thermal conductivity; modified Cattaneo-Vernotte equation; 
microscale heat transfer 

1. Introduction

In classical consideration, the process of heat transfer in solids is described by a
phenomenological equation based on two assumptions [1]. The first is the continuity 
of heat propagation: 

𝑐𝜌
𝜕𝜃

𝜕𝑡
+ 𝛁 ⋅ 𝐪 = 0 (1)

where 𝑐 is the specific heat capacity, 𝜌 is the mass density, 𝜃 is the temperature, 𝑞 is 
the vector of heat flux. The second assumption is Fourier’s law, which establishes 
the relationship between heat flux and gradient of temperature  

  q   (2)

where𝜅  is the thermal conductivity. Substitution (2) into Equation (1) gives the 
classical equation for the temperature evolution 

0qt

  
  


 (3)

where 𝛽௤ = 𝜅/𝑐𝜌 is the thermal diffusivity, Δ is the Laplace operator. 

The disadvantage of relation (2) is that it leads us to the equation of parabolic 
type (3), which describes the instantaneous propagation of heat [2–4]. However, this 
contradicts the physical nature of the heat transfer process. 

To overcome the drawback in classical heat conduction, the different 
modifications of Fourier’s law were proposed [3,4]. Among them, we can highlight 
“inertial” theories [4,5], nonlinear models [6,7], the dual-phase-lag approach [8], and 
more complicated models based on Oldroyd’s upper-convected derivative [9,10] 
(which are used for the description of non-Fourier heat transfer in fluids [11–13]). 
Some historical considerations on the various hyperbolic heat equations can be found 
in [3,4,14,15]. 

In particular, the simple Fourier’s law modification taking into account “inertia” 
of the heat transfer is formulated as follows [3–6]: 
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q t
  

  

q

q   (4)

where 𝜏௤  is a relaxation time depending on material properties. When 𝜏௤ = 0 the 

expression (4) is transformed to the Fourier’s law (2). The relation (4) in 
combination with continuity condition (1) leads us to the wave equation of 
hyperbolic type 

2

2
0q qtt

    
  


+ (5)

which is widely discussed as Cattaneo-Vernotte (CV) equation [16–31]. 

Note that in the limiting case 𝜏௤ → ∞, 𝜅 → ∞, 𝛽௤ finite the equation (5) turns 

into a wave equation 
2

2
2

0a
t

 
  


(6)

describing purely wave propagation of heat at a constant speed 

𝑎 = ඨ
𝜅

𝑐𝜌𝜏௤
(7)

The parabolic Fourier equation (3) and hyperbolic CV equation (5) describe the 
same stationary states, which are determined by the Laplace operator, but the 
dynamics of relaxation to these stationary states is different. However, eliminating 
the paradox of instantaneous heat propagation [4,20,21], the CV heat equation leads 
to other paradoxical results associated with interference of temperature waves, their 
reflection from the boundaries of the body, and the formation of shock heat waves 
[22–31]. Therefore, discussions about the applicability of the Fourier and CV 
equations continue [32,33]. 

Note also that the processes of diffusion and heat transfer have a similar nature 
[1,34], 34]. Therefore, the telegraph equations of hyperbolic type for diffusion are 
also discussed in the literature [35,36]. 

In this paper, we propose a modification of the CV approach to the description 
of heat transfer, which leads to the alternative equation and describes a different 
dynamics of heat transfer. 

2. Comparison of Fourier equation and Cattaneo-Vernotte

equation

Let us compare Fourier and CV equations in detail. The Equation (4) introduces 

a very important parameter 𝜏௤ that describes the time scale of heat relaxation and 

allows one to determine the characteristic rate of heat propagation as 

𝑠௤
ଶ =

𝛽௤

𝜏௤
 (8)

and the characteristic spatial scale of heat diffusion as 

𝑙௤ = ට𝛽௤𝜏௤ = 𝑠௤𝜏௤ (9)

This allows one to rewrite Fourier and CV equations in the similar form 

48



Thermal Science and Engineering 2024, 7(2), 8050.  

21
0q

q

s
t

 



  


 (10)

2
2

2

1
0q

q

s
tt

  


 
  


+  (11)

The Equations (10) and (11) admit the solutions in the form of plane waves 

  expA i t i   k r (12)

where 𝜔 is the frequency, 𝑘is the wave vector. The dispersion relation for parabolic 
Fourier Equation (10) is 

2 2
q qi s k  (13)

where 𝑘 is the wave number ( | |k  k ). In this relation, the frequency is an imaginary 

quantity. Thus, the solutions of the Fourier equation are spatial harmonics decaying 
with time. The damping factor is 

2 2
q qi s k   (14)

The dependence of the decrement (14) on the wave number is shown in Figure 
1. 

Figure 1. The schematic plot of dispersion dependence for parabolic Fourier 
equation. 

Also, we can introduce the analog of group speed, which is the imaginary value 

22 .F q q

d
i v i s k

dk

     (15) 

This value tends to infinity ( Fiv   ) when 𝑘 → ∞, that is the reason of the 

infinitely fast scattering of shortwave harmonics. 
On the other hand, the dispersion relation for hyperbolic CV Equation (11) is 

2 2 2 0q
q

i
s k




    (16)

From (16) we obtain 

𝜔 = 𝑖 

1 ± ට1 − 4𝑙௤
ଶ𝑘ଶ

2𝜏௤

(17)

The behavior of spatial harmonics essentially depends on their wave number. In 

the region of wave numbers 𝑘 < 𝑘∗ (where 𝑘∗ =
ଵ

ଶ௟೜
), solutions of CV equation also 

represent damped spatial harmonics. The damping factor is 
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𝑖𝜔 = − 

1 ± ට1 − 4𝑙௤
ଶ𝑘ଶ

2𝜏௤

(18) 

Dispersion dependence (18) is shown in Figure 2. 

Figure 2. The schematic plot of decrement for hyperbolic CV equation. The solid 
curve corresponds to the “−” sign in expression (18), the dotted curve corresponds to 

the “+” sign. The dash-dotted line in the region 𝑘 > 𝑘∗ represents the decrement in 
expression (19). 

In the region 𝑘 < 𝑘∗ , the decrement has two branches (shown by solid and 
dotted lines in Figure 2) in accordance with the signs in expression (18). At small k  

on the upper branch of the dispersion curve, the decrement is 2 2
q qi s k   , that 

coincides with the decrement of the Fourier Equation (14). 

In the region 𝑘 > 𝑘∗, the dispersion dependence (18) has both imaginary and 
real parts 

𝜔 = 𝑖 
1

2𝜏௤
±

ට4𝑙௤
ଶ𝑘ଶ − 1

2𝜏௤
. 

(19)

The damping factor in this region of wave numbers is equal to 

𝑖𝜔 = − 
1

2𝜏௤
 (20)

It is shown by the dot-dashed line in Figure 2. The real part of the dispersion 
relation (19) is shown in Figure 3.  

Figure 3. The schematic plot of the real part of dispersion curves for CV equation. 
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The region of wave numbers 𝑘 > 𝑘∗  corresponds to the spatial harmonics 
propagating in the form of traveling waves. In this region CV equation has the real 
group velocity. 

𝑣஼௏ =
𝑑𝜔

𝑑𝑘
=

2𝑙௤
ଶ

𝜏௤

𝑘

ට4𝑙௤
ଶ𝑘ଶ − 1

(21)

This value tends to be constant 𝑠௤ (𝑣஼௏ → 𝑠௤) when 𝑘 → ∞. However, the group 

velocity of harmonics with 𝑘 near 𝑘∗ still tends to an infinite value. A more extended 
spectral analysis of the CV equation can be found in [37]. 

3. Modified Cattaneo-Vernotte equation of heat transfer

Evidently, the hyperbolic heat equation is a consequence of the concept of
“inertia” for heat flow. However, this concept raises doubts since the macroscopic 
transfer of heat is associated not with their directed motion but with chaotic 
vibrations of atoms in the crystal lattice. Here we propose the modification of CV 
condition (4) that leads to an alternative equation describing different dynamics of 
heat propagation. 

Let us first analyze the CV modification of Fourier’s law. It assumes the 
lagging response in time between the heat flux vector and the temperature gradient. 
Mathematically, this can be expressed as: 

( , ) ( , )qt t    q r r (22)

where 𝜏௤  is the phase-lag in time. Expression (22) shows that the temperature 

gradient established at time t is defined by heat flux vector at a later time 𝑡 + 𝜏௤. 

Assuming the smallness of the parameter 𝜏௤, we can expand the left side of equation 

(22) into a Taylor series:

𝐪(𝒓, 𝑡 + 𝜏௤) = 𝐪(𝒓, 𝑡) + 𝜏௤

𝜕𝐪(𝒓, 𝑡)

𝜕𝑡
+ 𝑂(𝜏௤

ଶ) (23)

Then, keeping only the first-order term in q  and substituted into (22), we arrive 

at the expression (4), where the term 𝜏௤𝜕𝐪/𝜕𝑡  describes the acceleration of heat 

propagation. 
However, it is natural to assume that the temperature gradient at a given point 

depends not on the heat flow in the future 𝑡 + 𝜏௤, but on the flow at the previous 

moment in time 𝑡 − 𝜏௤. This is expressed by the following condition:  

( , ) ( , )qt t    q r r (24)

Expanding the left side (24) into a Taylor series we get: 

𝐪(𝒓, 𝑡 − 𝜏௤) = 𝐪(𝒓, 𝑡) − 𝜏௤

𝜕𝐪(𝒓, 𝑡)

𝜕𝑡
+ 𝑂(𝜏௤

ଶ) (25)

Here the term q t  q/  describes the slowing down of heat propagation. Thus, 

in combination with the continuity Equation (1), we arrive at the following modified 
system describing heat transfer: 

𝑐𝜌
𝜕𝜃

𝜕𝑡
+ 𝛁 ⋅ 𝐪 = 0 (26)

0q t
  
  


q

q + (27)
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The system (26) – (27) is equivalent to the following MCV equation for the 
temperature field: 

𝜕ଶ𝜃

𝜕𝑡ଶ
−

1

𝜏௤

𝜕𝜃

𝜕𝑡
+ 𝑠௤

ଶ𝛥𝜃 = 0 (28)

Note that the stationary state of MCV Equation (28) is the same as for the 
Fourier (3) and CV (5) equations, but the time evolution of temperature is different. 

Let us analyze the consequences of the proposed modification. Assuming 
harmonic solutions (12), we have the following dispersion relation for the MCV 
equation: 

2 2 21
0q

q

i s k 


   (29)

From (29) we have two roots: 

𝑖𝜔 =

1 ± ට1 + 4𝜏௤
ଶ𝑠௤

ଶ𝑘ଶ

2𝜏௤

(30)

The schematic plots of dispersion curves (30) are represented in Figure 4. 

Figure 4. The schematic plots of dispersion curves for MCV equation. 

The upper branch of dispersion curve corresponds to: 

𝑖𝜔 =

1 + ට1 + 4𝜏௤
ଶ𝑠௤

ଶ𝑘ଶ

2𝜏௤

(31)

and describes the solutions growing in time that contradict the physical picture of the 
heat transfer process and are a consequence of the violation of the causality principle 
[38]. However, on the other hand, the solutions corresponding to the lower branch of 
the dispersion characteristic with describe damped in time spatial harmonics and can 
be used to describe the process of heat propagation. 

𝑖𝜔 =

1 − ට1 + 4𝜏௤
ଶ𝑠௤

ଶ𝑘ଶ

2𝜏௤

(32)

52



Thermal Science and Engineering 2024, 7(2), 8050.  

4. Comparison of Fourier equation and modified Cattaneo-
Vernotte equation

Let us compare Fourier and MCV equations. We write these equations in the 
similar form: 

21
0q

q

s
t

 



  


 (33) 

−
𝜕ଶ𝜃

𝜕𝑡ଶ
+

1

𝜏௤

𝜕𝜃

𝜕𝑡
− 𝑠௤

ଶ𝛥𝜃 = 0 (34) 

The dispersion relation for Fourier Equation (33) is 
2 2

q qi s k   (35)

The dispersion relation for MCV Equation (34) is 

𝑖𝜔 =

1 − ට1 + 4𝜏௤
ଶ𝑠௤

ଶ𝑘ଶ

2𝜏௤
. 

(36)

The schematic plots of (35) and (36) are represented in Figure 5. 

Figure 5. The schematic plot of dispersion curves for Fourier (dashed blue line) and 
MCV (solid red line) equations. The asymptote (37) is shown by dot-dashed line. 

In the region of small k the dependence (36) coincides with dependence (35), 

while at 𝑘 → ∞it tends to the asymptote  

𝑖𝜔 =
1 − 2𝜏௤𝑠௤𝑘

2𝜏௤
 (37)

The analog of group speed for MCV equation is 
2

2 2 2

2
.

1 4

q q
MCV

q q

s kd
i v i

dk s k




  


 (38)

This quantity tends to be constant −𝑠௤at 𝑘 → ∞. On the other hand, taking into 

account (12) the analog of group speed for Fourier equation is  

22 .F q q

d
i v i s k

dk

     (39)

53



Thermal Science and Engineering 2024, 7(2), 8050.  

This quantity tends to infinity at 𝑘 → ∞. 

4.1. The plate cooling 

As an example, let us consider the one-dimensional problem of cooling a plate 
with thickness 2l  uniformly heated to a temperature 0  and with zero temperature at 

the boundaries x l  . In this case we have natural spatial scale l  and we introduce 

new dimensionless variables 𝑡̃ = 𝑡/𝜏௤  and 𝑥෤ = 𝑥/𝑙 . Then the Fourier equation is 

represented as 
2

2
2

0
t x

  
 

   (40)

while MCV equation is 

𝜕ଶ𝜃

𝜕𝑡̃ଶ
−

𝜕𝜃

𝜕𝑡̃
+ 𝜆ଶ

𝜕ଶ𝜃

𝜕𝑥෤ଶ
= 0 (41)

where 𝜆 = 𝑙௤/𝑙  is the ratio of the diffusion length to half of the plate thickness. 

Corresponding dispersion relations are 
2 2i k    (42)

and 

𝑖𝜔 =
1 − √1 + 4𝜆ଶ𝑘ଶ

2
. (43)

The solution to this problem in the frame of Fourier equation (40) is expressed 
by the following Fourier series [1]: 

 
 

   22 2
0

0

1 2 1 2 14
cos exp

2 1 2 4

m

F
m

m m
x t

m

  








    
        

  (44)

with decrement of temperature damping 

 22 22 1
.

4F m

m
d

 
  (45)

On the other hand, the solution to this problem in the case of MCV equation (41) 
is expressed by the following series: 

 
 

   22 2

0

0

1 1 2 11 2 14
cos exp

2 1 2 2

m

M
m

mm
x t

m

 








               
  (46)

with damping parameter 

 22 21 1 2 1
.

2M m

m
d

   
  (47)

Thus, comparing damping parameters in (45) and (47) one can see that in case 
of MCV equation the higher harmonics decay more slowly than in case of Fourier 
equation in accordance with dispersion dependences (42) and (43).  
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Figure 6. The process of cooling the thick plate with ql l  (𝜆ଶ = 0.01). (a) Time dependences of temperature at the

point 𝑥෤ = 0; (b) Temperature profiles at different time (𝑡̃ = 20, 200, 350, 600). The solutions of Fourier equation are 
indicated by dashed blue lines. Solutions of MCV equation are shown by solid red lines.  

Figure 7. The process of cooling the thin plate with ql l  (𝜆ଶ = 10). (a) Time dependences of temperature at the

point 𝑥෤ = 0; (b) Temperature distributions at different time (𝑡̃ = 0.01, 0.03, 0.05, 0.1). The solutions of Fourier 
equation are indicated by dashed blue lines. Solutions of MCV equation are shown by solid red lines.  

The results of numerical calculations for the plates with different thicknesses 
are represented in Figures 6 and 7. It is seen that in the case of thick plates ( ql l ) 

the solution of the MCV equation (red solid curves in Figure 6a,b) coincides with 
the solution of the Fourier equation (blue dashed curves in Figure 6a,b). However, 
for thin plates ( ql l ) the solution to the Fourier equation demonstrates a rapid 

decrease in temperature gradients and faster cooling of the plate (blue dashed curves 
in Figure 7a,b) than in the case of the solution described by the MCV equation (red 
solid curves in Figure 7a,b). 

To clarify the time evolution of Fourier and MCV solutions, we analyze the 
behavior of zero harmonics. Let us consider the cooling a plate (thickness 2l ) with 

𝜃଴ 𝑐𝑜𝑠(𝜋𝑥/2𝑙)  initial temperature and with zero temperature at the boundaries 

x l  . In this case, 

2 2

0 cos exp ,
2 4F x t
   

     
   

  (48)

and 
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2 2

0

1 1
cos exp .

2 2M x t
   

            
  (49)

The dependence of the ratio of damping parameters 𝑑ெ/𝑑ிas the function of 𝜆 
is represented in Figure 8. 

Figure 8. The dependence of damping parameters ratio 𝑑ெ/𝑑ி on the parameter 𝜆. 

For thick plates when 𝜆ଶ𝜋ଶ ≪ 1 we have 

𝑑ெ ≈ −
𝜆ଶ𝜋ଶ

4
= 𝑑ி (50)

and time behavior of Fourier and MCV solutions is practically the same. The 
temperature profiles at different times and the dependence of temperature at the 
central point of the plate on time are shown in Figure 9.  

In opposite case of thin plate when 𝜆ଶ𝜋ଶ ≫ 1 we have 

𝑑ெ ≈ −
𝜆𝜋

2
< 𝑑ி (51)

and MCV equation predicts slower cooling than Fourier equation. The corresponding 
temperature profiles and time dependences are shown in Figure 10. 

Figure 9. The process of cooling the thick plate with ql l  (𝜆ଶ = 0.01). (a) Time dependences of temperature at the

point 𝑥෤ = 0; (b) Temperature distributions at different time (𝑡̃ = 1, 15, 30, 60). The solutions of Fourier equation are 
indicated by dashed blue lines. Solutions of MCV equation are shown by solid red lines.  

56



Thermal Science and Engineering 2024, 7(2), 8050.  

Figure 10. The process of cooling the thick plate with ql l  (𝜆ଶ = 0.01). (a) Time dependences of temperature at the

point 𝑥෤ = 0; (b) Temperature distributions at different time (𝑡̃ = 0.001, 0.02, 0.05, 0.1). The solutions of Fourier 
equation are indicated by dashed blue lines. Solutions of MCV equation are shown by solid red lines.  

Thus, it is seen that the differences between solutions of Fourier and MCV 
equations are noticeable only at small spatial scales, when the plate thickness is less 
than the diffusion length. This approach can be applied to describe the non-Fourier 
thermal effects at micro scales [8]. 

5. Conclusion

We propose an alternative relationship between heat flux and temperature 
gradient, which leads us to the MCV equation describing the evolution of 
temperature with a finite rate. Solutions of MCV equations have the same spatial 
temperature distributions as in the case of Fourier and CV equations but describe a 
different dynamics of heat transfer process. The peculiarities of MCV solutions and 
their comparison with Fourier solutions have been analyzed on the example of the 
simple problem of plate cooling. It was shown that on large spatial scales, when the 
plate thickness is greater than the thermal diffusion length, the differences between 
the solutions of MCV and Fourier equations are insignificant. However, in the case 
when the plate thickness is less than the diffusion length, the MCV equation predicts 
a slower cooling in accordance with a finite heat transfer rate. 

Thus, it has been shown that the MCV equation provides the finite rate of 
transfer processes, but it does not have the disadvantages of a CV equation, which 
predicts many paradoxical results associated with the possible propagation of heat in 
the form of real harmonic waves. The same approach can be applied to describe the 
diffusion processes in solids. 
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Abstract: Conversion of the ocean’s vertical thermal energy gradient to electricity via OTEC 

has been demonstrated at small scales over the past century. It represents one of the planet’s 

most significant (and growing) potential energy sources. As described here, all living 

organisms need to derive energy from their environment, which heretofore has been given scant 

serious consideration. A 7th Law of Thermodynamics would complete the suite of 

thermodynamic laws, unifying them into a universal solution for climate change. 90% of the 

warming heat going into the oceans is a reasonably recoverable reserve accessible with existing 

technology and existing economic circumstances. The stratified heat of the ocean’s tropical 

surface invites work production in accordance with the second law of thermodynamics with 

minimal environmental disruption. TG is the OTEC improvement that allows for producing 

two and a half times more energy. It is an endothermic energy reserve that obtains energy from 

the environment, thereby negating the production of waste heat. This likewise reduces the cost 

of energy and everything that relies on its consumption. The oceans have a wealth of dissolved 

minerals and metals that can be sourced for a renewable energy transition and for energy 

carriers that can deliver ocean-derived power to the land. At scale, 31,000 one-gigawatt (1-

GW) TG plants are estimated to displace about 0.9 W/m2 of average global surface heat into 

deep water, from where, at a depth of 1000 m, unconverted heat diffuses back to the surface 

and is available for recycling. 

Keywords: marine energy; global warming; heat to work; heat engine; waste heat; ocean 

thermal stratification; global energy supply 

1. Introduction

In 1922, Alfred J. Lotka, building on principles from statistical physics and the
second law of thermodynamics, particularly the work of Ludwig Boltzmann, 
articulated the MPP that living organisms need “available energy” from their 
environment to survive and thrive and that organisms that best harvest energy from 
their environment will be more successful, leading to larger populations and greater 
biomass. In his 1950 Ph.D. dissertation, H. T. Odum proposed, based on Lotka’s work 
and Charles Darwin’s theory of natural selection, a 4th Law of Thermodynamics that 
proposes maximization of power for valuable purposes is the criterion for natural 
selection [1]. In his 1996 book “Environmental Accounting: Emergy and 
Environmental Decision Making,” Odum proposed a 5th law suggesting energy flows 
through the universe are organized in a self-organizing hierarchy for maximum 
empowerment [2]. And in 2001, Odum proposed the coupling of biogeochemical 
cycles to energy transformation hierarchies in a 6th law that proposes energy must be 
degraded to concentrate materials and that the quantity of material flow also decreases 
in each successive step in a series of energy transformations [1]. 

The purpose of this paper is to propose a 7th Law of Thermodynamics that is an 
amalgam of the MPP and the law of supply and demand, which states that if a product, 
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including energy, that is a product of an exothermic reaction thereby releases heat into 
the environment is in high demand and low supply, the price will increase. Conversely, 
if there is low demand, as is the case of an endothermic reaction that imports energy 
from its surrounding environment, the energy is a reactant and is in plentiful supply, 
and the price of the energy will decrease. 

Energy is vital to living organisms, but an economic imperative drives a large 
swath of humanity. The lower the energy cost, the more society can consume and the 
more successful it will be as a species. The most plentiful and cheapest available 
energy source is impeded by its perceived high capital cost. A 7th Law of 
Thermodynamics incorporating the MPP and the Law of Supply and Demand can 
break this embargo and complete the suite of thermodynamic laws, making them a 
unifying law of energy and economics plus a blueprint for a holistic solution to one of 
the century’s most significant challenges. 

2. Energy sources

Reasonably recoverable reserves are the quantity of a resource reliably
determined to exist and that can be recovered under current technological and 
economic conditions [3]. To be reasonably assured, there must be a high level of 
confidence in the existence and recoverability of the resource based on geological 
evidence and engineering data, which is often obtained through drilling and sampling 
of an area. Furthermore, to be recoverable, there must be enough of the resource that 
it can be extracted with existing technology and under current economic conditions in 
view of the cost of extraction, market prices, and regulatory or environmental 
constraints. 

Figure 1. Estimated finite and renewable planetary energy reserves. 
Annual yield is shown for the renewable resources. Total recoverable reserves are shown for the finite 
resources. Yearly potential is shown for the renewables (the volume of each sphere is proportional to 
the corresponding reserve). 
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Per Figure 1, Perez and Perez, for renewable resources, extended the definition 
of ‘reasonably recoverable reserves’ to a 30-year lifecycle to be consistent with the 
long-term reserve numbers for conventional finite resources (the 30 years commonly 
used for economic assessments and planning purposes). All reserves in Figure 1 
graphic are reported in TWyr and given the 30-year time frame considered for 
renewables and consumption, as TWyr30 [4]. 

3. Global warming as an energy problem

EEI is a fundamental measure of climate change that encompasses changes in
climate patterns, including global warming, but also changes in precipitation, extreme 
weather events, and impacts on natural and human systems [5]. Global warming is the 
persistent rise in Earth’s average surface temperature due to human activities that 
increase greenhouse gas concentrations in the atmosphere, leading to environmental 
and societal impacts, including heatwaves, melting ice, rising sea levels, and disrupted 
ecosystems. EEI is the difference between the amount of solar energy absorbed by the 
Earth and the amount of energy the Earth radiates back into space. It is estimated to 
be 0.9 W/m2 of the Earth’s total surface of 5.1 × 1014 m−2 or about 460 TWyr or 13,800 
TWyr30 [6], which is 115% more than the total of all the energy sources shown in 
Figure 1. Moreover, the rate of the EEI is rising. Satellite data from the Clouds and 
the Earth’s Radiant Energy System have shown that the EEI doubled between 2005 
and 2019 [7]. Ocean heat content data shows about 90% of the EEI has been absorbed 
by the ocean, and the World Meteorological Organization has reported that the upper 
2000 m of the ocean continues to warm at a significant rate [8]. Per Figure 2. 

Figure 2. Ensemble mean time series and ensemble standard deviation (2σ, shaded) 
of global ocean heat content anomalies relative to the 2005–2017 climatology for the 
0–300 m (gray), 0–700 m (blue), 0–2000 m (yellow) and 700–2000 m depth layer 
(green) [9]. 
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Global warming is an outcome of energy use. The burning of fossil fuels is the 
primary source of GHG emissions, particularly CO2, that trap heat in the atmosphere. 
Natural gas, primarily composed of methane, is a potent GHG that leaks during its 
extraction and transportation and is another major contributor to global warming. As 
are other gases like nitrous oxide released by the burning of fossil fuels and fluorinated 
gases from industrial processes. Rising global energy demand driven by population 
growth, industrialization, and economic development exacerbates global warming, as 
does the waste heat of energy consumption and inefficient energy usage [10]. 
Transitioning to renewable energy is vital to mitigating global warming. However, 
solar and wind are intermittent, and the other baseload renewable energy sources listed 
in Figure 1 total only about 66% of current energy consumption. With the proviso, 
the 90 TWyr30 for OTEC shown in Figure 1 is a gross underestimation of the 
technology’s potential, as is discussed below. Furthermore, fusion energy, touted by 
some as energy’s Holy Grail and not shown in Figure 1, is advanced as a proxy for all 
exothermic energy sources [11]. 

The UNFCCC secretariat is the United Nations entity tasked with supporting the 
global response to the threat of climate change [12]. Its 1992 objective was to stabilize 
greenhouse gas concentrations in the atmosphere at a level that would prevent 
dangerous human interference with the climate system in a time frame that allows 
ecosystems to adapt naturally and enables sustainable development [13]. If the use of 
fossil fuels had ceased in 1992, a safe Holocene climate could have been maintained. 
However, fossil fuel usage has increased because atmospheric CO2 levels are now 40% 
higher than human civilization has ever witnessed, increasing by 0.6% annually 
(2.57/421 ppm) [14]. 

There is significant inertia to a voluntary reduction of fossil fuel consumption 
despite the environmental and climate imperatives to do so [15]. Many economies are 
heavily dependent on fossil fuels, and shifting away from that energy source will 
require significant changes in infrastructure and technology, which can be costly and 
disruptive. Fossil fuels have been relatively cheap and abundant, providing a stable 
and reliable energy source, and the alternatives will require substantial upfront 
investments and technological development to become cost-competitive. The fossil 
fuel industry provides jobs and supports various sectors such as mining, transportation, 
refining, and petrochemicals, so transitioning away from fossil fuels will lead to job 
losses and economic downturns in regions reliant on these industries. Significant 
capital investments in existing fossil fuel infrastructure could be lost if those assets are 
abandoned before the end of their useful lives and the industry wields considerable 
political power and influence that can impede the policy changes necessary for 
transitioning to cleaner energy sources. Many countries prioritize energy security, 
ensuring they have a stable and independent energy supply, which fossil fuels have 
historically provided. Global markets are deeply intertwined with fossil fuels, and a 
shift away from fossil fuels could destabilize them, leading to economic uncertainty 
and fluctuations. While renewable energy technologies have advanced, they still face 
challenges in terms of efficiency, storage, and scalability; therefore, fossil fuels will, 
at best, and for decades, continue to be a bridge to a renewable energy future [16]. 

Fossil fuel drawbacks, such as GHGs, lead to significant global warming and 
climate change impacts, including more frequent and severe weather events, increased 

63



Thermal Science and Engineering 2024, 7(2), 8207. 

sea-level rise, and disruptions to ecosystems and agriculture. Extracting, transporting, 
and burning fossil fuels can cause significant environmental damage, including oil 
spills, habitat destruction, air and water pollution, and soil contamination. These 
activities harm biodiversity and degrade natural ecosystems. Fossil fuel burning 
releases pollutants like sulfur dioxide and nitrogen oxides that can cause respiratory 
and cardiovascular diseases, cancer, and premature deaths, which can be avoided with 
the improved air quality and public health that renewable energy can deliver [17]. 
Renewable energy sources are local and inexhaustible, enhancing energy security 
while reducing vulnerability to geopolitical conflicts and market fluctuations that 
fossil fuels have historically produced [18]. Transitioning to renewable energy can 
drive economic growth by creating new industries and job opportunities that can lead 
to more resilient and diversified economies [19]. Although there are upfront costs 
associated with transitioning to renewable energy, the enduring savings can be 
substantial. Renewable energy sources have lower operating and maintenance costs 
compared to fossil fuel infrastructure, and the cost of renewable energy technologies 
has been steadily decreasing. Fossil fuels are non-renewable resources, and their 
extraction becomes more difficult and expensive over time as reserves are depleted; 
therefore, transitioning to renewable energy affords a more sustainable and long-term 
energy future. 

Addressing climate change and environmental degradation is a moral imperative 
for ensuring a livable planet [20]. Nevertheless, governments and businesses focus on 
short-term economic growth and profits, whereas the benefits of transitioning to 
renewables are more persistent. As the following demonstrates, both short- and long-
standing economic growth, profits, and “available energy”, as well as resources that 
all living organisms need to survive and thrive in their environment, are available in 
the oceans and are the wages of ocean thermal energy conversion. 

4. OTEC as a sustainable source of energy for mankind

Perez and Perez qualified their estimate of 90 TWyr30 (3 TWyr) for OTEC in
Figure 1, cautioning, “OTEC’s economic potential is unknown as it is still an 
immature technology with no commercial plant operating” [4]. And the UN’s 
GESAMP has sanctioned this position by pointing out, “After more than four decades 
of research and development, OTEC has still not been deployed at scale” [21]. 

In 1998, a team led by physicist Martin Hoffert from New York University 
determined that stabilizing the Earth’s atmospheric CO2 levels would require a tenfold 
increase in carbon-emission-free power generation over the following 50 years [22]. 
At that time, only 1.5 TWyr of carbon-emission-free power was being produced. So, 
to achieve the stabilization the team was seeking, Hoffert’s team concluded that non-
fossil-fuel energy sources would need to deliver at least 50% of the projected 30 TWyr 
global power demand by 2050. Therefore, carbon-emission-free power generation will 
need to reach 15 TWyr by the middle of the century. 

Seven years later, Richard Smalley offered his 60 TWyr challenge, which noted 
in a list of the top 10 issues facing humankind, at the top of which was energy, that it 
was also the solution to the remaining nine concerns [23]. 

In 2005, it was determined the worldwide power resource that could be extracted 
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from the steady-state operation of OTEC was estimated at 3 TWyr [24]. Since this was 
only a fifth of the energy Hoffert’s team was seeking, OTEC was and subsequently 
has remained, until recently relegated to the list of potential renewable energy also-
rans. 

At this formative stage of the carbon divestment and renewable investment era, 
OTEC was handicapped by a lowballed potential that its proponents have never 
recovered from. 

Subsequently, OTEC’s maximum annual net power production has been 
reassessed upward to at least 31 TW [25]. And it is the contention of this paper that 
for the next 3000 years, TG can deliver 31 TWyr of energy by converting the heat of 
global warming to work, which in turn mitigates every consequence of global warming 
while returning atmospheric CO2 levels to their preindustrial level, and it can produce 
25 TWyr in perpetuity thereafter (Jia et al. estimated the lower steady-state OTEC 
power maxima was 8 to 10.2 TWyr, but TG has 2.5 times the efficiency of 
conventional OTEC, thus as much as 25 TWyr can be supplied in perpetuity) [26]. 

In 2018, the Jia et al. paper also rebutted the 2015 paper of Kwiatkoski et al. that 
used a model that boosted the background diffusivity of the top 1000 m of the ocean 
by a factor of 600 and then regarded this as a proxy for the large-scale effects of 
technologies like OTEC that rely on seawater properties from different vertical layers 
[27]. To this day, the GESAMP continues relying on the Kwiatkoski paper by claiming 
“that large-scale deployment of OTEC heat pipes for purposes of thermodynamic 
geoengineering would be potentially disruptive to the marine environment considering 
that, by definition, it would significantly reduce sea surface temperatures on a regional 
scale while having all the same localized environmental outcomes as conventional 
OTEC [21]. 

The paper “Addressing the Urgent Need for Direct Climate Cooling: Rationale 
and Options”, on the other hand, argues that direct climate cooling approaches, like 
OTEC, have the potential to reduce local to global portions of human-induced 
warming [28]. What’s more, of the 14 cooling methods listed in this paper, only two, 
MEER and OTEC, generate the energy species need to survive, while the other thirteen 
radiate energy away from the surface. In the case of MEER, reflection is the 
technology’s primary function and is degraded when its mirrors are focused on a point 
source for the purpose of producing energy from a concentrated solar system. Whereas 
solar energy is intermittent, OTEC is baseload [29]. 

The technical and economic feasibility, long-term impact and efficiency, 
environmental impact, potential risks, and ethical considerations associated with 
large-scale ocean-based energy conversions are beyond the scope of this paper but are 
addressed in the papers “Global Warming, a Global Energy Resource, Negative-CO2-
Emissions Ocean Thermal Energy Conversion, and the book Thermodynamic 
Geoengineering: The solution to global warming!” [25,29,30]. In summary, these 
documents reveal that no showstoppers impede the testing of this technology. At least 
in the eyes of the most populous nations, the ones at most risk of the impacts of climate 
change, the energy price takers, those bereft of their own natural resources, or internal 
energy sources. Should any problems arise during the scaling of this solution, the 
research of Rajagopalan and Nihous in the paper “An Assessment of Global Ocean 
Thermal Energy Conversion Resources with a High-Resolution Ocean General 
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Circulation Model” indicate, “When turning off the prescribed OTEC sources and 
sinks in the model, the environment is shown to relax to its pre-OTEC condition. The 
time scales for both reverse and direct processes are similar” [31]. At a scale of 100 
MW or greater, TG becomes economically viable and profitable, allowing for the 
plowing of profits into R&D scaling and the buildout of the fleet of platforms 
necessary to reverse surface heating and global warming. 

Three thousand years is 100 times the 30-year economic assessments and 
planning period shown in Figure 1 for “finite” energy sources. Times 31 would be 
93,000 TW, or 53 times the finite sources shown in Figure 1. Over the course of these 
3000 years utilizing TG technology, the EEI would be depleted to zero. With TG, 
surface temperatures would be returned to the preindustrial level in 226 years, at about 
the same rate of decline as it increased, and would be maintained by recycling the heat 
trapped in the ocean 12 more times [25]. 

The approximate linear rate of global warming between 1970 and 2008 was 
around 0.18 ℃ per decade, based on analyses of global temperature data [32]. 
However, in recent years, the rise in global surface temperatures has exceeded this 
long-term trend, with eight of the past nine years recording higher temperatures than 
the historical average. In 2023, former NASA scientist Dr. James Hansen and his 
colleagues published a paper titled “Global Warming in the Pipeline”, which argues 
that the rate of warming is expected to increase to between 0.27 ℃ and 0.36 ℃ per 
decade over the next 30 years, which represents a 50% to 100% increase in the rate of 
warming since 1970 [33]. 

The heat of global warming is potential energy that can be converted to work at 
an efficiency of 7.6%, with the remainder being transferred to 1000 m from where it 
returns to the surface in about 226 years [34]. The diffusion rate of heat from deep 
water is one cm/d below the mixed layer (four meters a year) and one meter/d through 
that layer; therefore, the 226-year period. After which 92.4% of the initial heat can be 
recycled [35]. Through repeated recycling, virtually all the warming heat can be 
converted to work, and the waste heat of those conversions can be dissipated to space, 
effectively managing the excess heat while mitigating rising global temperatures. 

The 7.6% efficiency rate of conversion of surface heat to work was calculated by 
Los Alamos Labs experimental physicist Melvin Prueitt in his 2007 patent filing, 
“Heat transfer for ocean thermal energy conversion” [34]. 

Global warming generates more energy than can be consumed in a single tranche; 
therefore, the low, in engineering terms, thermal efficiency of converting warming 
heat to work does not limit the amount of work that can be produced from the heat of 
global warming. Converting the heat of warming heat, which is a surface effect, to 
work and to sequester the balance mitigates every consequence of global warming, 
including the decline of Arctic Sea ice, melting glaciers, decreasing snow cover, rising 
sea levels, the frequency and strength of storms, increasing humidity, and the rising 
heat content of the oceans [31,36]. The conversion of ocean heat to work that is 
undertaken on land is an extraction of heat from the ocean. 

The fundamental measure of global warming is the heat uptake of the ocean, 
which is incontrovertible evidence that the Earth is warming [37]. 

Resplandy et al. used the measurement of atmospheric O2 and CO2 levels as the 
oceans warm and release these gases as a proxy for global warming. They calculated 
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that between 1991 and 2016, the average warming amounted to about 1.29 ± 0.79 × 
1022 joules of heat (409 TW/year), equivalent to a planetary energy imbalance of 0.80 
± 0.49 W/m2 of the Earth’s surface [38]. They determined that about 1.11 ± 0.68 per 
meg (parts per million (ppm)) of these gases were going into the atmosphere on 
account of the warming of the tropical surface annually, with the concentrations of 
these gases being 1 part O2 to 1.05 parts CO2. So, about 0.56 ppm of CO2 was added 
to the atmosphere each year of the study. 

The mean date for the Resplandy paper was 2004, and the mean rate of warming 
was 409 TW, so it can be assumed there will be about three more doublings of this 
amount of heat to at least 3300 TWyr by 2053, the earliest we are likely to be able to 
start bringing temperatures under control by doubling the current installed capacity of 
100 kW/yr of OTEC power every year. Since it is assumed that it will take 226 more 
years to bring the surface temperature down to the preindustrial level, the conversion 
of about 409 TWyr to work each year going forward from 2053 would accomplish that 
goal. 

Figure 3 is a depiction of a perceived route to scaling TG plants. 

Figure 3. A depiction of a perceived route to scaling TG plants from a closed lab 
scale model to 1 GW capacity and beyond. The lab scale model was one of the 
qualified entries in the $100M XPRIZE for carbon removal and the figure shows the 
quantities of CO2 that would be sequestered by the various-sized systems and the 
number of plants that would be required to produce 31 TWyr of power. 
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5. The ocean thermal dam

Between 1844 and 1854, the English scientist J. P. Joule worked on the problem
of the relation between the amount of work spent to bring about the liberation of heat 
and the amount of heat that was liberated by that work [39]. He used a paddlewheel 
device submerged in a heat-insulated vessel attached by a series of pulleys to a weight. 
As the weight fell, it imparted rotation to the paddle that, in turn, produced heat inside 
the vessel. The work done was determined to be equal to the decrease in the potential 
energy of the weight (gravity times the distance the weight fell). Through multiple 
experiments, Joule discovered the direct proportionality relationship between spent 
work and the quantity of heat obtained (his mechanical equivalent to heat) is 0.002345 
kcal/kgf-m. A “Joule,” therefore, equals 427 kgf·m/kcal, which is the equivalent of 
4.19 watts. It is equivalent to a 1-kilogram mass (m) of water raised to a height (h) of 
427 m times gravity (g) (equal to 9.8 m/s²), producing a PE equal to m × g × h, as 
expressed in the International System of Units joules per kilogram. 

A ∆T of 26 ℃ between a tropical surface and water at a depth of 1000 is 
equivalent to a PE of 11,102 m times the Carnot efficiency, which is 7.6% for TG × 
0.5 (because this potential is considered to be reversible) = 421 m. Or just under twice 
the height of the Hoover Dam. Moreover, this untapped PE can be found throughout 
the tropics, where the average surface temperature ranges between 25 ℃ and 28 ℃, 
and at a depth of 1000 m, it is 4 ℃, so the average ∆ ranges between 21 ℃ and 24 ℃. 

6. The physics

The law of conservation of energy dictates that energy can be transformed from
one form to another but can be neither created nor destroyed. 

The second law of thermodynamics governs heat engines that conduct heat from 
hot regions to cold to produce work. Since they cannot do this thoroughly, some of the 
input heat is dissipated into the environment. 

The first law of heat engines is expressed as: W = QH − QL 
where: 

W is the work output by the engine expressed in Joules (J); 
QH is heat input from a hot reservoir expressed in Joules (J); 
QL is heat released into the cold reservoir expressed in Joules (J). 
Figure 4 is a schematic representation of the first and second laws of 

thermodynamics. 

Figure 4. A schematic representation of the first and second laws of 
thermodynamics. 
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Heat (QH) from a hot source like the tropical ocean surface, moved through a heat 
engine (in yellow) consisting of an evaporator, a turbine, a condenser, and a pump, 
produces work (W) and waste heat (QL) that is released as the latent heat of 
condensation of the working fluid from the condenser to the cold ocean at a depth of 
1000 m. Some of the work is circulated back into the system to power the pump 
required to force the condensed working fluid back into the evaporator. 

The thermal efficiency of a heat engine is defined as the ratio of the work output 
to the heat input, expressed by the formula: W = QH − QL/QH 

The French engineer, Sadi Carnot, showed that the ratio of QH to QL is the same 
as the ratio between the high temperature (TH) and the lower temperature (TL) of a heat 
engine. Therefore, Carnot efficiency is expressed as: 1 − (TH − TL)/TH. 

Since the Carnot cycle is an ideal, the Rankine cycle represents the actual 
processes of a power plant using a vaporized working fluid and is less efficient than 
the Carnot cycle because it includes entropy and heat losses. 

For the prime energy-producing OTEC region of the ocean shown in Figure 5, 
the theoretical Carnot efficiency is assumed to be about 1 − ((301 − 277)/301) or 8%. 

Figure 5. A schematic of the prime OTEC-producing regions. 

Shaded from red to yellow, where red represents the region of the ocean where 
the surface temperature is at least 28 ℃, and each gradation down to yellow represents 
a 2 ℃ decrease in surface temperature [40]. The blue regions have surface 
temperatures of 18 ℃ or less, which is anergy, meaning they are incapable of 
producing work. 

Conventional OTEC uses a CWP in blue to bring cold water to service a 
condenser near the surface per Figure 6. 

A CWP plant transfers heat irreversibly and supplies entropy at various points in 
the cycle. As modeled by Nihous, the thermal efficiency of such a cycle is typically 
half the turbogenerator efficiency of about 85% times the Carnot efficiency, or about 
3.4% [41]. The Carnot efficiency is halved because Nihous introduced the concept of 
a heat ladder, where about a quarter of the surface heat is lost to the evaporator and its 
pinch point, another quarter is lost to the condenser and its pinch point, and only about 
half of the heat is converted to work in the turbogenerator. 
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Figure 6. A schematic (not to scale) of conventional OTEC. 

Figure 7 shows the functioning of TG, which uses a heat pipe, also referred to as 
a deep-water condenser or a heat channel, which is the most effective passive method 
of transferring heat available today [34]. 

Figure 7. A schematic (not to scale) of the thermodynamics of TG and in yellow is 
the configuration of its heat engine. 

Water passes through an evaporator at the tropical ocean surface to boil a working 
fluid to supply a vapor that drives a turbine, either at the surface or in deep water, to 
produce work. A condenser, which is contiguous to the cold-water source at a depth 
of 1000 m, converts the spent working fluid vapor from the turbine back to a fluid that 
is then pumped up to the evaporator to complete the work cycle. Wastewater from the 
condenser returns to the surface by diffusion, where it can be recycled. The work 
produced by the turbine and the losses incurred by the pumps are indicated in green. 

An obvious departure from the design shown in Figure 6 is the fact that the warm 
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water remains on the ocean surface and the cold water remains in the deep. 
With Nihous’ heat ladder, half of the heat of the CWP design is lost to the 

condenser and the evaporator, which for an OTEC ΔT of 24 would be a loss of 12 ℃. 
But Melvin Prueitt concluded that with a heat channel (heat pipe), the heat losses 
through the evaporator and condenser would be limited to 4 ℃, 2 ℃ respectively [34]. 
Due to the fact that hot surface water is contiguous to the evaporator and cold water is 
contiguous to the condenser, both can be used to boil the working fluid and to condense 
the vapor that has passed through the turbine. He also determined that a vertical 
column of ammonia vapor 1000 m long would warm by 5.3 ℃ as it was compressed 
by the weight of the vapor above it, increasing its temperature and pressure. As a result, 
the system efficiency of his design was calculated to be 7.6%, or about 2.5 times the 
efficiency of conventional OTEC. Other benefits of his and other deep-water 
condenser OTEC propositions like TG are decreased movements of both warm and 
cold water, lessened ecological damage when cold water remains in deep water, 
smaller pipe diameters, and more minor pumping losses with the movement of 2 orders 
of magnitude less working fluid. 

Prueitt assumed that for a heat channel with an inside diameter of 1.128 m (a 
cross-sectional area of 1 m2), a vapor velocity of 75 m/s would transfer surface heat 
into the deep. Whereas the diameter of an equivalent capacity conventional OTEC 
plant is 10 m, and Rong-Hua Yeh et al. assumed the velocity flow of cold water in 
CWP of such a plant was about one m/s [42]. 

CWP heat transfer is achieved through the sensible heat of water compared to the 
conveyance of the latent heat of a working fluid in a heat pipe. This conveyance is at 
a speed approaching that of sound owing to the pressure produced by the boiling of 
the working fluid and then the vacuum produced when the working fluid vapor is 
condensed by the deepwater heat sink. The size differential (about one order less for 
the heat pipe) between the two pipe designs results in a 33% cost savings for the heat 
pipe [43]. 

OTEC’s ΔT, its efficiency, is increasing annually since global warming is 
primarily a surface effect, and the temperature increase occasioned by global warming 
in deep water is almost imperceptible. 

7. The TG engineering

Paul Curto, former chief technologist with NASA, described OTEC as “by far
the most balanced means to face the challenge of global warming. It is also the one 
that requires the greatest investment to meet its potential. It is a most intriguing answer 
that can save us from Armageddon” [43]. 

With recent technical advancements, this investment can be halved. Heat 
exchangers represent between about 30% and 50% of the total capital cost of an OTEC 
system [44]. A US Navy report for a brazed aluminum evaporator with fins on the 
ammonia passage side of 13,905 m2 of heat transfer area and a titanium shell and tube 
condenser with twisted tubes and 13,225 m2 of total heat transfer area are $561/m2 and 
$770/m2, respectively [45]. Whereas the TFHX of Makai Ocean Engineering is 
projected to cost < $300/m2, and power can be produced in 1/10th the heat exchanger 
volume, leading to significantly reduced labor and overhead costs, plus increased 
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speed of fabrication. 
Beyond cost, conventional OTEC is plagued by several issues. First, as Figure 6 

demonstrates, the heat from condenser wastewater is released within the ocean’s 
mixed layer, so it is statistically back at the surface within about three months. 
Therefore, heat conversion to work provides little climate respite. More importantly, 
at the energy capacity of TG’s potential, OTEC cools the tropical surface to the 
detriment of an equivalent warming of the poles and the fertile fishing grounds off the 
west coast of South America, per Figure 8. 

Figure 8. The long-term (1000-year averaged temperature change (℃) in the surface 
layers (55 m) within the OTEC region outlined by the black line) [31]. 

The upwelled cold water in Figure 6 is a dilution of the warm surface, which is 
only 2.5% of the total ocean volume. To deliver 31 TWyr of power with conventional 
OTEC, about 62,000,000 m3/s of cold water would have to be transferred from 1000 
m to near the surface, which is 62 Sv. Meanwhile, the thermohaline circulation, the 
global conveyor belt, which is essential to the rate of sea ice formation near the poles 
and, in turn, affects other aspects of the climate system, such as albedo, circulates only 
15 Sv [46]. The consequence of shifting the volume of water conventional OTEC 
requires is not only the dilution of the OTEC resource, but upwelled water also pushes 
surface heat out of the OTEC zone towards the poles, where it becomes both energy 
and an even more significant environmental hazard, considering surface area declines 
from the equator poleward. As a result, the Arctic is warming 3 to 4 times faster than 
at the equator [47]. With conventional OTEC, cold water must be cycled about 3300 
times from the depths to the surface over 1000 years. Whereas with TG, heated water 
would diffuse water from a depth of 1000 m 4.4 times (1000 years/226 years) at a rate 
of 62,000,000 m3/(226 years × 365 days × 24 h × 60 min × 60 s)) or about 0.0008 Sv. 

The British architect and inventor Dominic Michaelis invented the low-level 
condenser for OTEC and Energy Island [48]. The latter is a hybrid approach to 
producing energy from the ocean. His hexagonal platforms were designed to combine 
wind turbines, solar collectors, wave energy converters, and sea current turbines to 
produce 250 MW of energy from the water and wind flowing beneath and around the 
islands. 

The 250 MW hexagons are interlockable to scale to higher capacities. 
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Each hexagon has sides of 291 m, creating a surface area of 220,000 m2 that is 
segmented into six equilateral triangles. 19% of the power produced by these hexagons 
comes from ancillary sources, with the bulk of the energy derived from OTEC (Table 
1). 

Table 1. Energy sources derived from a 250 MW energy island. 

Energy source Megawatts % of total 

Wind 18 7% 

Wave 6 2% 

Sea current 10 4% 

Solar 13.5 5% 

OTEC 202.25 81% 

Total 250 100% 

The islands are stationary, whereas grazing the oceans in search of the highest 
sea surface temperatures (SST) requires mobility, which is facilitated by a triangular 
shape, as shown in Figure 9, that enables a TG platform to cut through the water. A 
frontal area is obligatory for collecting the heat of warming, but drag impedes the 
locomotion needed to locate the highest SSTs. The chevron-shaped leading edge 
shown in Figure 9 reduces drag while providing twice the frontal area of the base of 
the TG triangle. 

Figure 9. A 1 GW hydrogen-producing TG plant [25]. 

The real estate behind the leading edge of the TG triangle becomes superfluous 
unless it can generate more revenue than a void. For example, the National Renewable 
Energy Laboratory found the total functional wind farm is about 250,000 m2/MW, and 
the total land required for 1 MW for generating 200 MW of solar PV power is 
approximately 4 acres, which is equivalent to 16,000 m2 [49,50]. 

An equilateral triangle with sides of 884 m has an area of 338,000 m3, which, 
prorated at the ratio of Table 1, theoretically could generate 28 MW of wind, 9 MW 
of wave, and 21 MW of solar power for a total of 58 MW. Whereas a 1 GW TG plant 
uses only 28,214 m2 of the ocean’s surface and uses 368,082 m3 of water for its 
evaporators. With 8.5 m of front and back overhangs of the evaporators, it produces 1 
GW, including a combined 5 MW of wind, solar, and wave power from the 42,900 m2 
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area of the TG chevron. This is about 70% of the impetus required to move the 
platform at a speed of about 2 knots as is required to force water through the 
evaporators and the condensers, which are dragged at 45° below the surface at a depth 
of 1000 m. The remaining 30% of the propulsive energy can be produced from solar, 
wind, and wave apparatus situated along the base of the triangle. So, any real estate 
over and above 42,900 m2 is precious oceanfront property that is better used for 
something more productive than producing energy from wind or solar. 

If it typically takes 16,000 m2 to produce 1 MW with PV panels, then TG, at only 
42,900 m2 and 1 GW, is 373 times the solar concentrator of PV panels and is about 
5800 times more efficient at using ocean real estate as wind power. 

It is estimated that the production of 1 MW of electricity requires four m3/s of 
warm water flowing through the evaporators and two m3/s of cold water flowing 
through the condensers of an OTEC system [51]. With conventional OTEC, the 
impetus for this flow is provided by pumps, but for TG heat exchangers, water flow 
must be provided by the kinetic energy of thrusters situated at each corner of the base 
of the TG triangle. 

The formula for KE is: KE = 1/2 × m × v2. 
For 1 GW of TG power, 4000 m3 of water (1000 kg × 4000 m3) has to flow 

through the evaporator at a speed of 2 knots (about 1 meter/second), so the requisite 

KE requirement is 2,000,000 kg × 1 m/s × 1 m/s = 2,000,000 kg⋅m2/s2, which is a 

force of 2,000,000 Joules (J). 
Since the condensers need half as much KE flowing through them as the 

evaporators, the total kinetic energy requirement is 3,000,000 J. Since 1 J is equivalent 
to 2.7778 × 10−10 MWh, and 3,000,000 J is equivalent to 7.3 MW, then that is the 
energy requirement (8.33 × 10−4 MWh × 365 days × 24 h) to move a 1 GW plant 
through the water at a speed of 2 knots. This represents a less than 1% parasitic loss 
to the TG system and a demonstration of the parsimonious usage of the necessary 
ocean real estate required to produce 1 GW with a robust, triangular-shaped nautical 
structure. 

This 7.6 MW is the maximum power produced by the ancillary energy sources 
and is sufficient to move the TG system under its own power from a non-OTEC-
producing region into one of the OTEC-producing regions shown in Figure 3. 

Much of the subsurface TG infrastructure will be filled with working fluid vapor 
that makes them buoyant, which must be overcome by heavy structures like 
electrolyzers, generators, ballast, or dive planes that keep the subsurface at the 
operational depth of 1000 m. 

8. Fusion energy

Proponents of fusion energy promote it as energy’s Holy Grail [52]. For the
purposes of this paper, however, it is a proxy for all exothermic energy sources that 
are ultimately an impediment to the survival prospects of all living organisms. 

Fusion is the source of the Sun’s energy and, by extension, is the source of most 
of the energy found on Earth. It is the combination of lighter atomic nuclei that forms 
a heavier nucleus, thereby releasing energy. The total mass of the new atom is less 
than that of the two that formed it, and the “missing” mass is given off as energy, as 
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described by Albert Einstein in his E = mc2 equation, where “c” is the speed of light. 
Fusion can be an abundant energy source on Earth because it releases significantly 
more energy per unit of fuel than fission or chemical reactions. It produces no GHGs 
during operations and less radioactive waste than fission. The waste products are 
generally less hazardous and have shorter half-lives than the byproducts of fission. It 
is inherently safe because if containment of the high temperatures and pressures 
required to sustain the fusion reaction is breached, the reaction immediately stops. 

The primary international effort researching fusion power is ITER, which is a 
collaboration of 35 countries with contrasting political philosophies that bridge the 
North/South, otherwise seldom spanned, divide between the developed and 
developing nations [53]. It is, therefore, an exemplar of how global warming could be 
tackled, but for the problem of waste heat. It is a large-scale scientific collaboration 
aimed at demonstrating the feasibility of fusion energy for peaceful purposes and a 
peaceful demonstration of how the dual problems of emissions and global warming 
can be addressed. 

Fusion energy, however, is a highly exothermic method of producing energy, a 
thermodynamic dead end, and an accelerant of species extinction. It is confronted by 
significant technological challenges and complexity, including high initial research, 
development, and construction costs, a lengthy and uncertain timeline to 
commercialization, the difficulty in achieving net positive energy gain, and a limited 
supply of tritium, which every fusion reactor will require on the order of 100 to 200 
kg per year. Between a gram and a couple of kilograms of tritium are produced each 
year in the upper atmosphere when cosmic rays strike nitrogen molecules in the air 
[53]. A few dozen kilograms are also dissolved in oceans as a result of atmospheric 
nuclear testing carried out between 1945 and 1980. CANDU-type nuclear reactors, of 
which 31 are currently in operation, supply about 20 kg of tritium a year [54]. Tritium 
was produced in large quantities by nuclear weapons programs in the US and Russia, 
which have been heavily curtailed since 1991, but the half-life of the radioactive 
isotope tritium is 12.33 years, so this supply is rapidly depleting. ITER has about 15 
years of tritium for its deuterium-tritium campaign. However, tritium can be produced 
(bred) during the fusion reaction through contact with lithium, so its supply could be 
ensured if the technology’s other problems, including waste heat, which confront all 
exothermic energy sources, could be addressed. 

However, the problem of waste heat cannot be wished away. An AI analysis of 
the efficiency of converting fusion energy into electricity suggests that it is generally 
lower than that of conventional fission reactors, primarily due to the additional 
complexities of maintaining and controlling the plasma, which entails efficiency losses 
of around 30%–50%. Although the Carnot efficiency of a high-temperature fusion 
reactor is around 40%–50%, the real-world efficiency” is closer to 30%–40%, leaving 
a combined efficiency of between about 20%–30%. So, at least three times more heat 
is added to the Earth’s system for each TWyr of fusion energy produced. 

Thomas Murphy estimates that the waste heat of current energy consumption is 
about four orders of magnitude smaller than the incident radiation of the Sun, but at a 
growth factor of ten per century (a modest growth rate of 2.3% per year), waste heat 
would reach parity with the intensity of the Sun in roughly 400 years [55]. The current 
EEI associated with climate change is ~1 W m−2, but at a 2.3% energy growth rate, the 
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waste heat of exothermic energy sources would equal the current EEI in 100 years, 
after which waste heat would become the dominant forcing. 

Like all species, humans will soon be at thermodynamic risk of extinction, 
deriving our energy from exothermic reactions like fusion. 

9. Intermittence

Figure 10 shows the share of Great Britain’s electricity derived from fossil fuels
between 2009–2024. 

Figure 10. The percentage share of Great Britain’s share of electricity derived from 
fossil fuels in each half-hour period between 2009–2024 [56]. 

Not only does this graphic show that in April of 2024, the country temporarily 
derived only 2.4% of its electricity from fossil fuels, it demonstrates that the nation’s 
fossil fuel phase-out has been accompanied by a massive increase in the fluctuation of 
its energy supply. Ten years ago, these fluctuations were in the range of 20%, but they 
are now closer to 60%, which is a significant strain on the country’s electrical grid. 
Moreover, Great Britain is not alone in this respect. Europe, South Australia, Texas, 
and California have similar problems integrating renewables into their grids due to an 
insufficiency of backup and flexibility of energy sources that can lead to blackouts or 
brownouts and add costs to grid operators that are then passed on to the consumers of 
their energy [57–60]. 

These costs include energy storage, grid management and upgrades, backup 
generation, curtailment (when excess energy cannot be used or stored), market and 
regulatory costs, reactive power compensation, and spinning reserve costs that arise 
due to the fluctuation of weather, time of day, or seasonal variation. Costs that stem 
from the need to manage the variability and ensure a reliable and stable power grid. 

Approximately 40% of global CO2 emissions are emitted from electricity 
generation through the combustion of fossil fuels to generate heat to power steam 
turbines [61]. Replacing fossil fuels with solar and wind generation for the purpose of 
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producing electricity will require either “overbuilding” (i.e., excess annual 
generation), the introduction of large-scale energy storage, and/or aggregating 
resources across multinational regions [62]. So even if we had a better electric sector 
tomorrow, within decades, emissions would be back to where they are today owing to 
the emissions associated with the overbuilding and the energy storage infrastructure. 

10. Energy and the law of supply and demand

As above, there is no shortage of energy to supply the current 22 TWyr of annual
consumption. At least for the next 60 years, as the finite energy sources are consumed. 
Nevertheless, increasingly existing energy consumption is impacting human 
civilization and other living organisms. 

The law of supply and demand is a fundamental economic principle describing 
the relationship between the availability of a product (its supply) and the desire for 
that product (its demand) and the effect of that relationship on price, which in the case 
of this paper relates to the price of energy. When there is excess supply, prices tend to 
fall until the surplus is eliminated and equilibrium is reached. Conversely, when there 
is excess demand, prices rise until the shortage is eliminated and equilibrium is 
reached. 

Global warming is a case of a massive oversupply of energy that can be addressed 
by reducing the excess energy by converting part of it to work and removing the 
balance from the surface. 

In accordance with the law of supply and demand, the consumption of this excess 
energy will reduce its cost and everything that relies on its consumption. 

11. Resources

One of the weighty obstacles to the fulfillment of maximized sustainable energy
consumption is material supply, which is another problem the oceans can address. The 
Energy Transition Commission estimates that between 2022–2050, an energy 
transition predicated on a 15-fold increase in wind and a 25-fold increase in solar 
energy to 15 and 34 TW, respectively (which they perplexingly estimate would be 
110,000 TWh—about 1/4th of 49 TW), could require the production of 6.5 billion 
tonnes of end-use materials, 95% of which would be steel, copper, and aluminum, and 
smaller quantities of critical minerals/materials like lithium, cobalt, graphite, or rare 
earths [63]. And would require a significant reliance on recycling, innovation, and 
efficiency improvements. 

There are sufficient resources to meet the current demand for 22 TWyr of energy, 
but 31 TW, as would be required to change the heat of global warming into work, 
would impose a 40% greater material burden. Furthermore, 49 TWyr would be 158% 
more than that. 

Recycling can reduce the need for mining of materials, but, as the 6th law of 
thermodynamics proposes, energy, which is always consumed in recycling, degrades 
the concentration of materials, the quantity of which is also decreased in each 
successive step in a series of energy transformations. 

Advances in technology and efficiency have been offered as a means of reducing 
the material intensity of renewable energy systems, but as Heun and Brockway in their 
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paper “Meeting 2030 primary energy and economic growth goals: Mission 
impossible?” suggest, energy efficiency is not an effective means of reducing primary 
energy consumption [64]. 

IRENA lists the necessary materials for an energy transition as: lithium, cobalt, 
nickel, graphite, manganese, iron, phosphorus, aluminum, copper, silver, and gold 
[65]. Although they are not listed in IRENA’s list, magnesium and calcium are the 
second and third most abundant minerals in the ocean and are ideal for the manufacture 
of a significant portion of TG infrastructure. 

Phosphorous is not found in abundance in the oceans, nor is graphite, except for 
that which is produced near thermal vents associated with tectonic plate boundaries, 
and iron and aluminum are less abundant in the ocean than on land, but otherwise the 
oceans are a cornucopia of minerals and metals that could provide many centuries 
worth of supply of the materials needed to deliver centuries worth of renewable energy 
with TG per Table 2. 
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Table 2. Elements etc. 

a b c d e f g h i j 

Element Conc in SW Vol of ocean Ocean Land Yrs supply Mined/yr Yrs land Yrs ocean Multiple 

(ppm) liters MM (tonnes) MM (tonnes) Oceans MM (tonnes) reserves reserves Ocean/Land 

Mg 1290 1.332 × 1021 1,718,280,000,000 64,541,000,000,000 4,909,371,428.6 0.950 67,937,894,736,842 1,808,715,789,474 0.0266231 

Ca 411 1.332 × 1021 547,452,000,000 114,955,000,000,000 1,564,148,571.4 0.035 3,284,428,571,428,570 15,641,485,714,286 0.0047623 

K 392 1.332 × 1021 522,144,000,000 57,893,000,000,000 1,491,840,000.0 72.000 804,069,444,444 7,252,000,000 0.0090191 

Li 0.178 1.332 × 1021 237,096,000 55,400,000,000 677,417.1 0.106 522,641,509,434 2,236,754,717 0.0042797 

Ni 0.0066 1.332 × 1021 8,791,200 232,680,000,000 25,117.7 2.700 86,177,777,778 3,256,000 0.0000378 

Fe 0.034 1.332 × 1021 45,288,000 155,951,000,000,000 129,394.3 2600.000 59,981,153,846 17,418 0.0000003 

Al 0.001 1.332 × 1021 1,332,000 229,910,000,000,000 3805.7 68.000 3,381,029,411,765 19.58 0.0000000 

Cu 0.0009 1.332 × 1021 1,198,800 166,200,000,000 3425.1 21.000 7,914,285,714 57,086 0.0000072 

Mn 0.0004 1.332 × 1021 532,800 2,631,500,000,000 1522.3 20.000 131,575,000,000 26,640 0.0000002 

Co 0.00039 1.332 × 1021 519,480 69,250,000,000 1484.2 0.170 407,352,941,176 3,055,765 0.0000075 

Ag 0.0003 1.332 × 1021 399,600 20,775,000,000 1141.7 0.026 799,038,461,538 15,369,231 0.0000192 

Au 0.000011 1.332 × 1021 14,652 11,080,000 41.9 0.003 3,574,193,548 4,726,452 0.0013224 

(a) Elements, (b) Concentration of elements in seawater (ppm), (c) Volume of the ocean (liters), (d) Concentration of elements in the ocean in million tonnes = b × c/1000/1000000), (e) Land abundance of elements
(million tons) = the weight of crust (27 trillion tonnes/1,000,000) × the percentage of the element in the crust, (f) Yrs supply of elements in the ocean (million tons) = d/350 (1-GW TG plant moves 4000 tonnes/sec
of water through its heat exchangers, TGs energy potential is 31 TW, and the ocean’s mass is 1.4 quintillion short tons of water; therefore 31,000 1-GW plants could move the ocean’s total mass through it heat
exchangers in about 350 years), (g) Mined each year in million tonnes, (h) Current yearly consumption of elements (tons) = e/g, (i) Yrs ocean reserves = d/g, and (j) Multiple of Ocean/Land = i/h [66–70].
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Although Table 2 indicates there are about 192 times more of the elements in the 
earth’s crust than in the ocean, it is physically impossible to mine and process all the 
minerals in the crust. Meanwhile, 31,000 TG plants would pass the total volume of the 
oceans through their heat exchangers in about 350 years. As an example of the 
recoverability of a vital mineral like copper, the United States Geological Survey 
estimates there are about 870 million tonnes of recoverable reserves [71]. Whereas 
Table 2 shows there are 1,198,800 million tonnes of copper dissolved in the ocean, 
which is about 1400 times the recoverable reserves of the crust. So, if only 1% of the 
dissolved copper in the ocean could be recovered, it would still be about ten times 
more than the recoverable land reserves. 

Magnesium hydroxide and calcium carbonate are the main components of 
Biorock, which could be widely used in the manufacture of TG platforms [72]. These 
compounds are derived from an electrochemical reaction with seawater in which Mg 
and/or Ca are crystallized at a cathode. Under low electrical current conditions, 
extremely hard calcium carbonate limestone deposits, made up of crystals of the 
mineral aragonite, are formed, and higher currents cause the growth of the mineral 
brucite, or magnesium hydroxide, which is soft. 

On a steel, aluminum, or titanium frame, calcium carbonate accretes at a rate of 
between 1–2 cm per year and has a load-bearing strength about three times ordinary 
Portland cement. Magnesium hydroxide is soft and flaky and accretes at a similar rate 
with little load-bearing strength, but it can be cast in molds to form bricks, blocks, or 
other shapes. However, magnesium hydroxide is readily converted into magnesium 
carbonate cement by absorbing CO2, and this cement is even harder than calcium 
carbonate. Whereas conventional cement manufacturing combusts limestone to make 
quicklime and releases CO2 into the atmosphere and is a primary global source of 
greenhouse gas, biorock cements can be produced on a large scale with energy 
produced from the conversion of the heat of global warming to work. And these are 
harder than contemporary cements and reduce global warming by removing CO2 from 
the atmosphere and the oceans. 

The price of resources is inexorably rising, as are surface temperatures due to 
fossil fuel burning, and with every degree of warming, the risk of species extinction 
increases, and massive environmental damage is being done. Humans and other 
species are migrating to forestall these outcomes, and society is absorbing the 
environmental costs, all of which can be mitigated with the resources available in the 
oceans. 

The Office of Energy Efficiency & Renewable Energy of the US Department of 
Energy lists the various methods whereby dissolved seawater minerals and metals can 
be mined and produced [73]. 

The heat of global warming is 15 times the energy necessary for a total energy 
transition that would mitigate every consequence of climate change at 1/6th of the 
existing cost of energy, which is a rebuttal to the argument that the decoupling of 
global GDP from resource use is a physical impossibility on a finite planet [25]. 

12. Energy carriers

Trade in ocean-based goods and services represents about 3% of the global GDP
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[74]. To service the other 97%, ocean-derived energy must be conveyed to the land 
[73]. 

OTEC converts heat to work, which is initially converted to electricity. Most 
proposed conventional OTEC operations will be on stationary platforms from which 
electricity could be conveyed worldwide through an HVDC grid. According to the 
European Commission, HVDC transmission losses are less than 3% per 1000 km, 
which is 30 to 40% less than alternating current lines at the same voltage [75]. A 1000-
square-kilometer grid of the planet could service every site on the planet. 

However, experimental and emerging technologies can also convey power 
without wires through microwave or laser transmission. These eliminate the need to 
locate physical infrastructure in remote or difficult-to-access areas and have been 
offered for space-based solar power applications. As with HVDC transmission, 
however, converting electricity to microwaves and laser beams and back again 
involves energy losses, and microwaves and lasers pose safety risks to living 
organisms. 

TG plants cannot be tethered to a grid because they need to be mobile in order to 
seek out the highest SSTs, so an energy carrier is required. However, producing goods 
on ocean-going green fields by the conversion of raw materials using ocean-derived 
electricity or providing services on these green fields is a unique way of energy 
carrying that TG can provide. As is the recycling of worn-out goods and materials into 
new materials on ocean-going green fields using ocean-derived electricity. 

To reduce the dependence on fossil fuels, particularly in the transportation sector, 
for electricity generation, heating, or cooling, a more conventional energy carrier is 
required. 

As the use of fossil fuels declines and is replaced with energy supplies from non-
fossil sources, the world could eventually become oversaturated with electricity and 
deficient in chemical fuels [76]. Hydrogen is the most elemental chemical and can be 
derived by the electrolysis of seawater. As the DOE has pointed out, HPE can 
contribute to the enabling and acceptance of technologies where H2 is the energy 
carrier [77]. TG electrolyzers would operate at a depth of 1000 m where the pressure 
is 100 bar. HPE requires pressures of 120–200 bar at 70 ℃, whereas the temperature 
at 1000 is 4 ℃. These temperatures and pressures are conducive to HPE and would 
eliminate the need for external compression that would otherwise consume about 3% 
of the energy required for HPE. H2 produced at 1000 m arrives at the surface 70% of 
the way, logarithmically, to the 700-bar pressure needed for transportation 
applications. 

Green or renewable H2 is indispensable to climate neutrality [78]. In theory, it 
can store excess renewable energy generated during periods of low demand, which 
can then be converted back into electricity when needed for decarbonizing sectors that 
are difficult to electrify, such as long-distance transportation and heavy industries like 
steel and cement production. H2 can serve as a zero-carbon feedstock in the production 
of chemicals and synthetic fuels, replacing fossil fuels in the processes. 

Ammonia is another energy carrier offered as a chemical replacement for fossil 
fuels, but ammonia production requires an H2 precursor plus a costly additional 
manufacturing step. And the Haber-Bosch process, which accounts for more than 90% 
of the world’s ammonia production, accounts for 1.4% of global carbon dioxide 
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emissions and consumes 1% of the world’s total energy production [79]. 
Magnesium and calcium, as shown in Table 2, are plentiful in the oceans and 

have massive energy-carrying potential. Magnesium hydride has a high energy density 
and can store H2 that can be released as needed. It is a candidate for H2 storage in 
renewable energy systems. Magnesium-ion batteries are being researched as a 
potential alternative to lithium-ion batteries due to magnesium’s abundance, safety, 
and energy density [80]. These batteries use magnesium as the anode and oxygen from 
the air as the cathode. They have high theoretical energy densities and are being 
explored for long-term energy storage and electric vehicles. 

Magnesium in a high-oxygen environment can be combusted to produce heat, 
light, electricity, and magnesium oxide that can be recycled back into magnesium, 
forming a closed system loop. 

Calcium can also serve as an energy carrier in the context of calcium-ion batteries 
and other chemical energy storage systems. Calcium-ion batteries are also being 
researched as an alternative to lithium-ion batteries given their potential to offer high 
voltage and energy density [81]. Calcium hydride reacts with water to produce H2 gas 
that can then be used as a fuel or stored for later use. Calcium can also be used in 
thermochemical energy storage processes, where it undergoes reversible chemical 
reactions to store and release energy. For example, calcium oxide reacts with water to 
form calcium hydroxide while releasing heat that can be used for various applications, 
such as power generation. Calcium-based systems are generally considered safe and 
non-toxic, and calcium-based compounds can offer high energy densities, making 
them efficient for storing and transporting energy. 

The development of magnesium and calcium-based energies and their storage are 
in their early stages of development and face significant challenges, but in view of the 
abundance of these metals in the ocean, such development is worth pursuing, 
considering the vital role energy carriers can provide, conveying ocean-derived energy 
to land-based consumers. 

13. Conclusions

As reviewed, TG presents a large, continuous, renewable energy resource that
can contribute to the reduction of global warming by converting a portion of that heat 
to work and relocating the balance into deepwater from where it will return and can 
be recycled. Energy is vital to all living organisms, but beyond the human species’ 
need for energy is an economic imperative. Both of which are melded into a proposed 
7th Law of Thermodynamics that combines the MPP with the Law of Supply and 
Demand completing the suite of thermodynamic laws. Thereby unifying them into a 
general solution to one of humanity’s greatest concerns. Over 90% of the heat of 
warming is going into the oceans, which is a reasonably recoverable reserve that can 
be recovered under current technological and economic conditions. OTEC is the 
technology whereby this reserve can be harvested. It is the embodiment of ocean 
thermal dams that converts the stratified heat of the tropical surface into work in 
accordance with the second law of thermodynamics. TG is the improvement that 
increases conventional OTEC’s thermodynamic efficiency, thereby allowing it to 
produce about two and a half times more energy. It is a dissection of the global heat 

82



Thermal Science and Engineering 2024, 7(2), 8207. 

engine into manageable tranches. And is an endothermic resource that derives heat 
from its environment, thereby negating the thermodynamic consequence of waste heat 
while reducing the cost of energy production and of everything that relies on energy 
inputs. The oceans contain a wealth of dissolved minerals and metals that can supply 
a renewable energy transition and produce energy carriers that can convey ocean-
derived power to land-based consumers. TG “is a true triple threat against global 
warming. It is the only technology that acts to reduce the temperature of the ocean 
directly, eliminates carbon emissions, and increases carbon dioxide absorption while 
generating portable and efficient fuel. It can create millions of jobs and is a serious 
contender for the future multi-trillion-dollar energy economy. It is baseload negative 
emission technology that would yield the lowest social costs and should be prioritized 
for investment.” [43] It is the maximum utilization of the ocean’s stored thermal 
energy and can maximize the utilization of its mineral resources. Whereas artificial 
intelligence is being offered as a tool for fighting climate change by predicting 
weather, tracking icebergs, and identifying pollution, OTEC is anthropogenic 
intelligence that can ensure the survival of our species with direct climate cooling and 
the intelligent use of the ocean’s resources and is the only near-term option available 
for limiting global warming and moderating its devastating consequences [28]. 
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Nomenclature 

CO2 carbon dioxide  

CWP cold-water pipe  

EEI Earth’s energy imbalance  

PE gravitational potential 

GHGs greenhouse gases 

GDP Gross domestic product  

HPE high-pressure electrolysis 

HVDC high-voltage direct current  

H2 Hydrogen gas 

ITER International Thermonuclear Experimental Reactor  

kcal kilocalories 

kgf-m kilogram-force meter  

KE kinetic energy 

m mass in kilograms  

MPP maximum power principle  

MEER Mirrors for Earth’s Energy Rebalancing 

OTEC ocean thermal energy conversion  

O2 Oxygen gas 

Sv Sverdrup - unit of volumetric flow rate equal to 1 million cubic meters per second 
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Twyr30 terawatts-years in the 30-year time frame considered for renewables and consumption 

Twyr terawatts -years  

TG thermodynamic geoengineering  

TFHX thin film heat exchangers  

GESAMP UN’s Joint Group of Experts on the Scientific Aspects of Marine Environmental Protection 

UNFCCC United Nations Framework Convention on Climate Change 

DOE US Department of Energy  

v velocity in meters/sec  

W/m2 watts per meter squared  
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Global warming, a global energy resource 
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Abstract: Global warming is a thermodynamic problem. When excess heat is added to the 

climate system, the land warms more quickly than the oceans due to the land’s reduced heat 

capacity. The oceans have a greater heat capacity because of their higher specific heat and the 

heat mixing in the upper layer of the ocean. Thermodynamic Geoengineering (TG) is a global 

cooling method that, when deployed at scale, would generate 1.6 times the world’s current 

supply of primary energy and remove carbon dioxide (CO2) from the atmosphere. The cooling 

would mirror the ostensible 2008–2013 global warming hiatus. At scale, 31,000 1-gigawatt 

(GW) ocean thermal energy conversion (OTEC) plants are estimated to be able to: a) displace 

about 0.8 watts per square meter (W/m2) of average global surface heat from the surface of the 

ocean to deep water that could be recycled in 226-year cycles, b) produce 31 terawatts (TW) 

(relative to 2019 global use of 19.2 TW); c) absorb about 4.3 Gt CO2 per year from the 

atmosphere by cooling the surface. The estimated cost of these plants is $2.1 trillion per year, 

or 30 years to ramp up to 31,000 plants, which are replaced as needed thereafter. For example, 

the cost of world oil consumption in 2019 was $2.3 trillion for 11.6 TW. The cost of the energy 

generated is estimated at $0.008/KWh. 

Keywords: global warming; energy types; conversion of heat to work; heat engine; waste heat; 

ocean thermal stratification; carbon dioxide offgassing from the ocean to the atmosphere 

1. Introduction

Energy and climate change are inextricably linked [1]. From the first principle,
the heat of global warming is an energy source like any other that can be converted 
from one form to another. As with all heat it always flows spontaneously from a warm 
reservoir to a colder one and when transferred through a heat engine, it produces work 
and waste heat. 

The heat of global warming represents about 7% of the hemispherically 
antisymmetric poleward heat transport that in the northern hemisphere peaks at about 
5.5 petawatts [2,3]. 

Since the mean solar input is 340 W/m2, and relative to the pre-industrial 
benchmark the atmosphere has absorbed an extra 0.8 W/m2 due to warming, the heat 
of global warming represents about 0.2% of the total solar input [2,4]. 

Ocean heat uptake is an essential measure of the Earth’s climate. About 90% of 
the heat from global warming has gone into the oceans, which are becoming 
increasingly thermally stratified with lighter waters near the surface [5,6]. This 
configuration acts as a barrier to the efficient mixing of heat, carbon, oxygen, and 
nutrients vital to aquatic life. However, the efficient mixing of these ingredients would 
eliminate all risks of climate change and have the potential to produce over twice the 
energy currently derived from fossil fuels. 

The thermally stratified ocean lends itself to the conversion of a portion of the 
heat of global warming to work in accordance with the First and Second Laws of 

CITATION 

Baird J. Global warming, a global 
energy resource. Thermal Science 
and Engineering. 2024; 7(2): 5268. 
https://doi.org/10.24294/tse.v7i2.5268 

ARTICLE INFO 

Received: 18 March 2024 
Accepted: 7 April 2024 
Available online: 23 April 2024 

COPYRIGHT 

Copyright © 2024 by author(s). 
Thermal Science and Engineering is 
published by EnPress Publisher, 
LLC. This work is licensed under the 
Creative Commons Attribution (CC 
BY) license. 
https://creativecommons.org/licenses/
by/4.0/ 

88



Thermal Science and Engineering 2024, 7(2), 5268. 

Thermodynamics. However, a thermally stratified ocean resists the movement of 
surface heat into deep water due to buoyancy. 

To induce vertical movement through a heat engine, heat pipes, which are highly 
effective thermal conductors that transfer heat through the latent heat of boiling and 
condensation of a low-boiling-point working fluid, are required. 

Water is at its greatest density at a temperature of 4 ℃ and is universally found 
at an ocean depth of about 1000 m. 

Heat directed through a heat engine to produce work would be a deletion of heat 
from the ocean because this work is undertaken on the land or at least at the ocean’s 
surface. 

In this study, the author advances the proposition; that the Laws of 
Thermodynamics are the only appropriate signpost for coherent climate policy. 

2. The global heat engine as an archetype for anthropogenic heat
engines

The oceans, constantly in motion, are the Earth’s natural heat engine [7]. 
Although tides and waves are the obvious manifestations of this motion, the unseen 
bulk of this movement is driven by the push of dense brine sinking to the seafloor as 
surface water freezes at the poles each winter, and the spontaneous pull of warmed 
tropical waters seeking the poles in accordance the Second Law of Thermodynamics. 
This heat engine, known as the thermohaline circulation, is also known as “the global 
conveyor belt.” 

2.1. The ocean/atmosphere interface 

The ocean and atmosphere are closely related dynamically. Energy transfers from 
the atmosphere to the mixed layer of the ocean, which drives upper ocean circulation 
[8]. In turn, there is a feedback of energy from the ocean back to the atmosphere that 
affects atmospheric circulation, the weather, and the climate. 

In general, the ocean/atmospheric heat flux is due to differences in pressure. High 
pressures produce winds that distribute heat to low-pressure areas around the Earth’s 
surface. And the Coriolis effect influences the east/west flow of the Trade Winds. 

2.2. The heat source for the global heat engine 

As shown in Figure 1, heat accumulates in the low latitudes and dissipates in the 
higher latitudes. In heat surplus, the low latitudes accumulate as much as 80 W/m2. 
Whereas the high latitudes are in heat deficit as the heat accumulated in the tropics 
dissipates to space or is consumed as the latent heat of the fusion of melting ice. The 
net effect is 0.8 W/m2 of global warming [2]. And since the Earth’s surface is 510 
million square kilometers (510 trillion square meters), the heat of warming was on 
average 408 TW between the years 1995 to 2016 [9]. 

In 2023, ocean temperatures reached a record high of 15 ± 10 Zeta Joules (ZJ), 
which converts to 476 TW [10]. Which represents a 17% increase in warming over 20 
years. Whereas the Mauna Loa Volcano CO2 record for the same period shows only a 
12% rise in atmospheric CO2 content. Making it clear that global warming is more 
than just emissions [11,12]. 
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Figure 1. Heat energy transfer from surplus to deficit [13]. 

2.3. The heat sink for the global heat engine 

The heat capacity of seawater is 3850 Joules per kilogram (J/kg) per degree 
Kelvin. The average seawater density is about 1027 kg/m3 and since the volume of the 
ocean is 1.34 × 1018 cubic meters, and the mass of the ocean is 1.38 × 1021 kg, times 
3850 J/kg, equates to an energy content of 5.3 × 1024 Joules/K [14]. 

Cooling the atmosphere by 2 ℃, starting from 2050, when cooling could 
reasonably commence after a 25-year period of research and development, and 
returning to preindustrial temperatures in an equal length of time as it took for the heat 
to build up, and since the average depth of the ocean is about 3682 m, and the 
atmospheric cooling would come at the expense of ocean warming, the total ocean 
would need to warm by about 0.0005 ℃ [15]. 

3. The global warming resource

Global warming is a use-it-or-lose-it proposition. About 89% of the heat of
warming has accumulated in the world’s oceans, but it won’t stay there [16]. 

The oceans are stratified in three layers: a surface, mixed layer that contains about 
50 million km3 of water, a middle “thermocline” that contains about 460 million km3 
of water, and the deep oceans, which contain about 890 million km3 of water [17]. The 
temperature differential between the top few meters of the tropical mixed layer, which 
can reach as high as 38 ℃, and the 4 ℃ of the bottom of the thermocline is the largest, 
potential, dispatchable source of renewable energy. 

Utilizing data from the renewable energy map scenario, Hassan et al. found that 
renewable energy sources could command up to two-thirds of the global primary 
energy supply by 2050 [18]. 

3.1. Dispatchable sources of energy 

Per Table 1, less than 1 megawatt of the most abundant sources of dispatchable 
energy, TG and OTEC, are being exploited. 
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Table 1. The annual potential of dispatchable energies [19,20]. 

Technology Annual potential in terawatts 

Thermodynamic geoengineering 31 

Ocean thermal energy conversion 3–11 

Hydro 3–4 

Biomass 2–6 

Geothermal 0.3–2 

Waves 0.2–2 

Tidal 0.3 

The thermohaline circulation, with a cycle length of between 1600 to 2000 years, 
ensures that sequestered ocean heat will ultimately resurface. Unless it is converted to 
work and the waste heat of those conversions is dissipated to space. A task that would 
be enhanced by the depletion of the greenhouse blanket by the production of hundreds 
of years of negative emissions of energy. 

3.2. Heat source 

Resplandy et al. produced a whole ocean thermometer based on the estimated 
ocean heat content, the main source of thermal inertia in the climate system, as 
measured by increased atmospheric oxygen (O2) and CO2 levels resulting from the 
release of these gases as the surface warms [2]. 

The study showed, between 1991–2016, a mean date of 2004, the ocean gained 
1.29 ± 0.79 × 1022 J of heat per year (409 TW). Equivalent to a planetary energy 
imbalance of 0.80 ± 0.49 W/m2 of the Earth’s surface. 

While the latest estimate of ocean heat is 476 TW [11]. 

3.3. Heat sink 

Per Figure 2, the combined heat transport of the atmosphere and the ocean peaks 
at about 5.5 petawatts in the Northern Hemisphere and about 4.5 petawatts in the 
Southern Hemisphere [3]. This poleward movement of heat is the path of least 
resistance for heat generated in the tropics. In the Northern Hemisphere, 78% of this 
movement is through the atmosphere, and in the Southern Hemisphere, it is 92%, with 
the balance circulating through the oceans [21]. 

Figure 2. The heat transport of energy through the atmosphere and ocean [3]. 
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The stored heat in the ocean will ultimately be released but at a much slower rate 
than it accumulates [22]. 

An alternative path for the heat of global warming 

Figure 3 proposes an alternative route for tropical heat to reach a cold water heat 
sink. 

Figure 3. Surface heat transport into deep water [23]. 

The heat can be sent into deep water through a heat engine with the aid of a heat 
pipe [24]. Which is a countercurrent heat flow to the thermohaline that would extend 
the cycle life of the global conveyor belt and double the length of time it takes for heat 
sequestered in the ocean to resurface. Years that would be characterized by an absence 
of the ravages of global warming. 

The diffusion rate of heat from deep water to the surface is 1 cm/day below the 
mixed layer (4 m a year) and 1 m/day through that layer. Thus, it takes about 226 years 
for heat released at a depth of 1000 m to regain the surface [25]. At this time, the heat 
unconverted to work can be recycled, 12 more times. Effectively doubling the number 
of years of climate respite, and the effectiveness of the oceans’ heat sink. 

Heat sequestered in the ocean is fungible because it represents only about 7% of 
the annual poleward migration of heat from the tropics to the poles. 

3.4. The consequences of moving heat from the atmosphere into the 
ocean 

The heat capacity of the ocean is about three orders greater than that of the 
atmosphere. The top 2.5 m of the ocean holds as much heat as the entire atmosphere 
[26]. Levitus et al. estimated the oceans warmed 0.09 ℃ between the depths of 0–
2000 m during the period 1955–2010 [27]. And proposed that if all that heat was 
transferred to the lower 10 km of the global atmosphere, it would be warmed by 36 ℃. 

An analysis of the NOAA chart of ocean heat contact between 1960–2023 shows 
that from 1983 to the present, the midpoint of the Levitus study, to 2023, the amount 
of heat stored in the upper 2000 m of the global ocean more than doubled the 1955–
2010 average [4]. The potential and inevitable heat transfer to the lower atmosphere is 
therefore at least 72 ℃ in a Business-As-Usual scenario where no effort is made to 
reduce emissions or cool the surface. 

Accumulating ocean heat content is contributing to sea level rise, ocean heat 
waves, coral bleaching, melting of polar ice sheets and Greenland, Antarctic, and 
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Himalayan glaciers, wildfires, droughts, more severe storms, loss of species, greater 
health risk, reduced food supplies, poverty and displacement, and runaway heat that 
will make some areas too hot for human habitation [28]. 

Cooling the surface, as TG would provide, would mitigate these risks. 

4. Carnot efficiency

Carnot efficiency is the maximum efficiency a heat engine can attain operating
between two temperatures. Improving energy efficiency is regarded as a key path to 
tackling global warming and achieving the UN’s Sustainable Development Goals 
(SDGs) [29]. 

For OTEC, ideally, the sea surface temperature (SST) is 30 ℃ and the deep water 
heat sink is 4 ℃ so, with this ∆T the theoretical efficiency is about 9%. 

Nihous, however, introduced the concept of a heat ladder for OTEC, in which 
only half the available heat produces work in the OTEC turbine, 1/16th each is lost at 
the evaporator and condenser pinch points, and 3/8th each is lost in the evaporators 
and condensers [30]. 

OTEC parasitic pumping losses are influenced by power capacity, pipe type, cold 
water discharge, and cold water depth, but they are typically assessed at between 20% 
to 30%. Therefore, in ideal conditions, OTEC has a thermodynamic efficiency of about 
3.6%. 

Melvin Prueitt, a Los Alamos Labs theoretical physicist, however, devised a 
system that uses a deepwater condenser and heat pipe (he called a heat channel), and 
calculated the efficiency of his system, using ammonia as the working fluid, at 7.6% 
[31]. This was for a surface temperature of 27.5 ℃ rather than the 30 ℃ TG can attain 
due to its ability to seek out the ocean’s highest SSTs. 

This considerable improvement over conventional OTEC was produced by 
cutting the losses through the heat evaporators and condensers by half by using hot 
and cold water contiguous to the heat exchangers, rather than pumping cold water from 
a depth of 1000 to service condensers at or near the surface. But the biggest difference 
was the 5.3 °C temperature gain of the boiled working fluid vapor under the 
gravitational influence of a 1000 m long column of gas situated vertically in the ocean. 

Prueitt calculated the parasitic pumping loss of his system at only 10% [31]. 
Manikowski proposed CO2 OTEC with an estimated 7% system loss compared 

to an ammonia working fluid, offset by a 2% pumping gain due to the proximity of 
the density of the gas in its gaseous and liquid states [32]. 

The operating temperature of a CO2 OTEC system would approach the critical 
point of CO2, 31 ℃, and the 73.8 bar pressure, in the evaporator. Which would be 
exceeded at a depth of 1000 m due to the gravitational influence. However, since half 
of the heat of the system is lost through a turbine, a gas-to-liquid phase would occur 
within the turbine, which would tear up the equipment. 

It would therefore be necessary to operate a CO2 OTEC system below its critical 
temperature and pressure. Nevertheless, subcritical CO2, turbines would be smaller, 
more efficient, and less costly than typical Rankine Cycle turbines of similar capacity. 
And CO2 would be a more environmentally friendly working fluid than ammonia. 
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5. Exergy efficiency

The conventional wisdom is that OTEC is an irreversible system. Its exergy
efficiency is defined as the ratio of the thermal efficiency of the system compared to 
the idealized Carnot efficiency. But with TG, 7.6% of the heat of warming is converted 
to work, and 92.4% of the heat, which, under normal circumstances would be 
considered waste heat, becomes a new input for another heat engine in 226 years. As 
soon as the original heat returns to the surface. This process is repeated 12 more times 
until all the heat of warming has been converted to work and the waste heat of those 
conversions has dissipated into space. Since it is estimated that somewhere between 
20% to 50% of energy inputs are lost as waste heat in the form of exhaust gases, 
cooling water, and heat lost from hot equipment surfaces and heated products, only 
between 6 and 16 TW of the current warming of 476 TW would ever become true 
waste heat [11,33]. This makes TG, at between 96.6% to 98.7% efficient, the closest 
thing to a reversible process as can be found in nature. 

6. Waste heat

Many engineers consider the heat of warming to be waste heat in view of the low
efficiency of OTEC, which is the only technology that attempts to harness the diffuse 
heat of warming [1]. They have more experience with and are more comfortable 
working with energy inputs with efficiencies in the 50% to 80% range and at high 
temperatures. 

They equate thermal efficiency with capital efficiency, but the waste heat of 
nuclear power is higher than that of coal or other fossil fuel-fired plants [34]. 

Waste heat can be used to heat homes and industry during winters, but in summer, 
heatwaves in 2003, 2006, 2015, and 2018 forced the shutdown of or curtailment of the 
output of nuclear plants. And escalating global warming can only exacerbate the waste 
heat problem [35,36]. 

Fusion produces temperatures of about 100 million degrees Kelvin and is 
considered energy’s holy grail [37]. Its efficiency in energy storage and auxiliary 
heater modes is between 85.07% and 89.1%, respectively [38]. When used to produce 
hydrogen (H2), its efficiency increases to 94.15% and 92.05% in the same modes. 
Which is still less than TG. 

In Energy and Human Ambitions on a Finite Planet, Thomas Murphy reasoned 
that at the historical rate of energy growth since 1650, the Earth will come up against 
the severe thermodynamic limit of a boiling ocean in 400 years [39]. The only way to 
prevent this calamitous outcome, while providing the energy modern society needs, is 
to exclusively use endothermic processes, unlike fission or fusion, that absorb heat 
from the environment. 

7. TG—Anthropogenic heat engines utilizing the global warming
resource

The oceans are the only place in the climate system that stores heat. They do this 
principally at the surface. Between 1971–2018, of the 89% of the heat of warming that 
went into the ocean, 52% went into the upper 700 m, 28% to a depth of 700–2000 m, 
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and 9% below 2000 m [16]. As Figure 4 shows, in 2023, the ocean’s surface warmed 
about 8 times more than the temperature increase at a depth of 1000 m. 

Figure 4. Ocean heat anomaly 2014–2023, 0 to 2000 meters [26]. 

The closer to the surface, the warmer the water, and since surface heat is 
problematic, the rational option is to try to relocate the heat of warming as far from 
the surface as possible, within reason. The thermocline is the layer beneath the ocean’s 
mixed layer where the surface cools rapidly from a temperature of about 13 ℃ to 4 ℃ 
at a depth of 1000 m. After which, the rate of cooling declines very slowly. Therefore, 
intentionally moving heat below 1000 m is counterproductive. The efficacy of 
removing heat from the surface is enhanced by the fact that shifting the heat through 
a heat engine produces energy. And even more so, when this energy can be produced 
at less than the cost of burning fossil fuels. And even more so when this energy cools 
the surface and reverses the offgassing of CO2 from the oceans to the atmosphere. And 
in fact, with cooling, this offgassing is reversed, and about 4.3 gigatons (Gt) of 
atmospheric CO2 moves back into the ocean each year at no cost. 

TG is the only productive way the heat of warming can be eliminated from the 
ocean/atmosphere system. This is an outcome that would be enhanced in an 
environment where no more emissions are created, and legacy emissions are dissipated 
to space over the course of about three thousand years. 

Warming heat is significantly impacting the climate. But, in the alternative, it 
could be the catalyst for the fulfillment of the UN’s 17 SDGs [29]. 

Solar energy has the potential to produce 23,000 TW of power and wind 25–70 
TW annually, but they are not dispatchable sources of power [20]. They are 
intermittent, requiring expensive energy storage systems that in turn require metals 
that are both difficult and ecologically fraught to unearth. 

Every square meter of the Earth’s surface is impacted by waves, wind, ocean 
currents, and solar energy, a portion of which can be converted to electrical energy or 
an energy carrier like H2 using photocatalytic and photoelectrochemical technologies 
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[40]. 
The British architect and inventor, Dominic Michaelis, devised the concept of an 

Energy Island, which is a hybrid approach utilizing each of the above sources to 
produce energy from the oceans [41]. The design was for a hexagonal platform where 
wind turbines, solar collectors, wave energy converters, and sea current turbines 
combine to produce 250 MW of energy from the water and wind flowing beneath and 
around the island. 

Each hexagon has equal sides of 291 m, creating a surface area of 220,000 m2. 
The hexagon is segmented into six equilateral triangles. Nineteen percent of the power 
derived from these hexagons would come from ancillary sources, with the bulk of the 
energy derived from OTEC per Table 2. 

Table 2. Various energies derived from a 250 MW energy island [41]. 

Energy source Megawatts % of Total 

Wind 18 7% 

Wave 6 2% 

Sea current 10 4% 

Solar 13.5 5% 

OTEC 202.25 81% 

Total 250 100% 

The hexagons are interlockable to facilitate scaling to greater capacities. 
The islands are stationary, which is problematic because of the seasonal nature 

of the OTEC resource. For example, in September, in the Gulf of Mexico, the SST is 
consistently in the range of 30 ℃, which is ideal for OTEC (the ∆T between the surface 
and 1000 m where the temperature is 4 ℃ must be at least 20 degrees to produce 
power) [42]. In March, however, the average temperature of the Gulf is 18 ℃, leaving 
a ∆T of 14 ℃ which is anergy. 

Another problem with the Energy Island concept is that it uses 81% of its ocean 
real estate to produce only 19% of its power, per Table 2. Furthermore, heat released 
in a condenser within the mixed layer of the ocean is statistically back at the surface 
within about 3 months; therefore, no climate respite is provided [25]. But even more 
importantly, at the energy capacity of TG’s potential, conventional OTEC cools the 
tropical surface to the detriment of an equivalent warming of the poles and the fertile 
fishing grounds off the west coast of South America [43]. 

TG platforms are designed to be mobile, and capable of seeking out the highest 
SSTs that become inputs for heat engines that convert the heat to work. 

The frontal area is obligatory for harvesting SSTs, but drag is an impediment to 
forward motion. To reduce drag, TG platforms use a chevron shape to cut through the 
surface, which in turn provides twice the frontal area along the leading edges of the 
chevron as the base, which provides rigidity to the equilateral triangle that comprises 
the upper section of the system. 

Whereas the Energy Island produces 250 MW of power using 220,000 m2 of 
ocean surface, a 1-GW TG platform would produce the same amount of power using 
only 42,900 m2 of ocean real estate. 
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The frontal area of the chevron is angled top to bottom at 45 degrees to allow for 
the sloughing off of aquatic life too big to pass through the system’s heat exchangers. 

Above the submerged evaporators, surface overhangs of 8.5 m, front and back, 
incorporate wave accumulators and photovoltaic panels, spinnakers used for when the 
platform is moving downwind on the Trade Winds, and horizontal windmills for going 
upwind. All of these are incorporated into a 50 m-long surface platform from which 5 
MW of ancillary power is produced to provide the impetus necessary to drive the 
system forward and force water through the system’s heat exchangers. 

The stripped-down version of an Energy Island embodied by TG provides 
considerable labor and material savings over the original Energy Island, or any other 
hybrid OTEC system. 

The National Renewable Energy Laboratory estimates the total useful wind farm 
requires about 250,000 m2 per megawatt [44]. And the total requirement for 1 
megawatt of solar photovoltaics (PV) is 4 acres, or about 16,000 m2 [45]. Whereas, 
TG’s 42,900 m2 produces 1 GW of power and provides 373 times the solar 
concentration of PV. This is consistent with the fact that PV is a surface effect, while 
TG evaporators are thirteen meters deep and boil 6.5 m worth of working fluid to 
produce the vapor that produces the power in the system’s turbine. 

PV panel’s power productivity, conversion efficiency, and energy cost are 
affected by environmental factors such as dust, hail, humidity, and temperature and 
installation element parameters such as inclination angle, installation area, and altitude 
[46]. None of which are at play beneath the surface. Where the bottom of the 
evaporator contains 6.5 m of working fluid yet to be boiled. 

To produce 1-GW with a TG system, 66 evaporators, 13 m wide by 34 m long by 
13 m deep, are required. 

The First Generation 50 MW OTEC Plantship design of Michaelis and Vega, 
incorporated 5–18 MW evaporators with 13 × 34 × 13 m dimensions and an equal 
number of condensers of the same size in its design [47]. This ship, however, situated 
its condensers at the surface, which required large cold water pipes to bring cold water 
from the depths to service the condensers. Whereas the TG design uses heat pipes that 
are 1/10th the size and are 2.5 times more efficient. 

To produce 1-GW with the Michaelis/Vega design, one hundred evaporators and 
condensers would be required. So, for the TG design, either smaller heater exchangers 
or fewer of them are required, and the latter design consideration was selected due to 
a concern about the width of the platforms. 

The wider they are, the more difficult they are to maneuver. 
The minimum economically viable size for OTEC plants is estimated to be 100 

megawatts, and each doubling of this capacity reduces the overall capital cost of larger 
systems by 22% [48,49]. 

Figures 5 and 6 are conceptual renderings by the author of 1-GW TG plants in 
an H2 production configuration, Figure 5, and a greenfield format, Figure 6, where 
electricity is produced at sea. 
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Figure 5. A 1 GW TG hydrogen-production plant. 

Figure 6. A 1 GW TG electricity production plant with greenfield. 

Nobel Laureate Richard Smalley, in his “Terawatt challenge” found that energy 
was the answer to mankind’s next nine concerns, including, water, food, environment, 
poverty, terrorism and war, disease, education, democracy, and population [50]. 

The 1-GW chevron would have wings, each side, 429 m long with a 26 m wide 
hull at the pinnacle of the triangle, making a greenfield of 84,595 m2, which is 39% of 
the area of an Energy Island that produces a quarter of the energy. 

On TG’s green fields, steel, aluminum, cement, and fertilizer plants, which are 
the hardest industries to decarbonize, could flourish. As could artificial intelligence 
and data mining operations. Metal and mineral extraction from seawater could be 
undertaken, amongst a myriad of other opportunities requiring electricity. All in the 
service of cooling the surface and restoring the environment. 

Unlike cryptocurrencies, which some liken to “fool’s gold”, the oceans contain 
47 real minerals and metals, including gold and silver, some of which are already being 
harvested [51]. 

TG platforms, harvesting surface heat by passing millions of tonnes of water 
through their heat exchangers, could be adapted to extract a portion of the 47 
quadrillion tons of trace elements that are dissolved in solution (Each liter of seawater 
contains about 35 g of dissolved salts) [52]. 

The combined ocean volume is roughly 1.335 sextillion liters of water [53]. 
Thirty-one thousand 1-GW TG plants, moving 124,000,000 tonnes/sec through 

their heat exchangers, could move the equivalent of 1.4 quintillion short tons of water 
(the ocean’s total mass) in about 350 years. 

Electrical production with TG would be 25% cheaper than H2 production due to 
the cost of electrolysers and storage infrastructure. But Green Hydrogen could play a 
significant role in achieving low and net-zero emissions [54]. 

Artificial intelligence (AI) technology could contribute to the solution of the 

98



Thermal Science and Engineering 2024, 7(2), 5268. 

energy production problem by using AI for the analysis and prediction of energy 
production data [55]. 

Global warming is more energy than can be consumed in a single tranche; 
therefore, low thermal efficiency makes no difference to the amount of work that can 
be produced with global warming’s copious amount of energy. 

An energy carrier like H2 would be better suited to the conveyance of ocean-
derived power to terrestrial consumers than electricity, which can be hazardous in its 
own right, as evidenced by the California forest fires triggered by the electrical grid 
[56]. 

Heat source 

The mean date of the Resplandy paper was 2004, and the mean warming was 409 
TW [2]. 

A joint NASA and NOAA study found the Earth’s energy imbalance doubled 
over the 14-year period from 2005 to 2019 [57]. This was prior to the International 
Maritime Organization’s introduction of limits on the amount of Sulphur in fuel oil 
for ships, in 2020 [58]. James Hansen et al. estimated an increase in global absorbed 
solar radiation by 30% over the prior 5-year average [59]. It is assumed therefore it is 
likely the ocean heat content will be at least 3 times greater than it was in 2004, about 
3300 TW, in 2046, which is likely the earliest TG platforms could start reversing the 
global warming sign. 

Although it is beyond the scope of this paper, and since warming has been 
ongoing for at least 270 years and the TG cycle is 226 years, the 409 TW average of 
2004 seems like a reasonable annual objective for reducing the surface heat over the 
course of 226 years. After which the heat of warming would be depleted by recycling 
captured ocean heat between the depths of 1000 m and the surface. 

8. The climate benefit of anthropogenic heat engines

Richard Smalley’s “terawatt challenge” was “To give all 10 billion people on the
planet the level of energy prosperity we in the developed world are used to, a couple 
of kilowatt-hours per person, we would need to generate 60 TW around the planet—
the equivalent of 900 million barrels of oil per day” [50]. But this goal runs up against 
the thermodynamic limit identified by Tom Murphy, whereby the historical growth 
rate of consumption would demand the total output of the sun used here on Earth in 
1000 years [39]. 

The compromise is endothermic and baseload energy. As Table 1 demonstrates, 
TG has three times the capacity of its closest contender and over one order of 
magnitude more than the rest. 

As Smalley ranked them, energy, water, food, and the environment will be the 
greatest drivers of climate migration [60]. 

Heat can reasonably be seen as a proxy for the environment and H2 as a proxy for 
water. The latter is an energy carrier, unlike electricity, which has a single function, 
and in a fuel cell H2 combines with O2 to produce electrical energy and water, the 
source of life on the planet, in a process that thermodynamically is the mirror image 
of electrolysis. 
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H2 produced at sea level would have an average hydrological head of 840 m on 
land, over four times the hydraulic head of the Hoover Dam with a head of 180 m, 
when combined with O2 in a fuel cell to produce energy and water [61]. 

Another proxy for the environment is “sea level rise”, especially in conjunction 
with storm surges, which many see as the greatest risk of warming. Along with 
saltwater intrusions that destroy fresh groundwater supplies [62]. 

In the global ocean, the thermal expansion coefficient (TEC) varies from 0.3 × 
10−4 ℃−1 near the freezing temperature (≤0 ℃) to 3.5 × 10−4 ℃−1 in tropical waters 
[63]. At a depth of 1000 m, it is about half as deep as the tropical surface. Heat moved 
to a median depth of 500 m with TG heat pipes, which would therefore produce 25% 
less thermal expansion of the seawater. But more importantly, it would be unavailable 
to melt ice sheets or glaciers, which currently account for about 21% of the recorded 
sea level rise of the past two decades [64]. But it could induce 60 m of sea level in the 
foreseeable future [65]. 

9. The entropy of carbon dioxide removal from the atmosphere

IPCC AR6 WGIII says, CDR is required to achieve global and national targets of
net zero CO2 and greenhouse gas emissions [66]. One part per million (ppm) equals 
2.1 gigatons of carbon (GtC) or 7.8 gigatons of carbon dioxide (GtCO2). But ~55% of 
emissions are absorbed by oceans or the land, so 1 ppm of emissions or reduction 
equals 17.3 GtCO2 [67]. To go from 11 March 2024, an atmospheric CO2 
concentration of 425 ppm to 280 ppm (the estimated preindustrial level) would require 
the removal of 2509 GtCO2 plus future emissions [68]. At a removal rate of 40 
GtCO2/year net, this would take 63 years. With Negative-CO2-emissions ocean 
thermal energy conversion (NEOTEC), 1 gigawatt of electricity production would 
avoid 1.1  ×  106 tonnes of CO2 emissions/year and consume and store (as dissolved 
mineral bicarbonate) approximately 5  ×  106 tonnes CO2/year [19]. 

Thirty-one thousand 1-GW TG plants, as is TG’s potential, would therefore 
sequester 155 Gt of CO2 in the ocean in one year. The estimated cost per tonne of this 
sequestration would be $154/tonne so, the total annual cost would be $24 trillion [69]. 
And the 2509 GtCO2 removal required to return the atmosphere to the preindustrial 
CO2 level, would be met in about 16 years. At a total cost of $384 trillion. 

And to further complicate matters, the working life of TG plants is about 31 years, 
so they would sequester about 4900 GtCO2 over their working life at a sequestration 
cost of about $744 trillion, or equivalent to the global GDP of the next 7.5 years. 

Since the atmosphere alone holds about 3276 Gt CO2 the TG plants would need 
to start pulling CO2 out of the ocean. 

Beyond the economic incongruity of CDR, its thermodynamics do not add up. 
The atmosphere holds about 890 GtC compared to 38,000 GtC in the upper, deep, and 
sedimentary layers of the ocean [70]. If the atmosphere were to become devoid of 
carbon on account of CDR, entropy would soon ensure that ocean carbon would fill 
the atmospheric void. 

In short, entropy would seek to spread the carbon beyond the oceans. 
CarbonBrief estimates that as much as a quarter of global energy will need to be 

dedicated to CDR by 2100, which has implications for waste heat, as was examined 
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above [71]. 
The Black Body temperature of the planet is −23 ℃, whereas the actual 

temperature is 15 ℃. The difference is the greenhouse gas (GHG) blanket. If 25% of 
the energy produced by TG was used for CDR, there would soon be no CO2 in the 
atmosphere with the result the surface would soon reach the Black Body temperature. 
Plus, the 2 ℃ TG removed to the ocean, times 4, for the Stefan-Boltzmann constant, 
would leave an average surface temperature of −15 ℃. Which would make for an 
equally unhabitable planet as global warming is beginning to make the existing one. 

10. The economics of anthropogenic heat engines

TG is a nascent renewable energy technology with a theoretical potential of 31
TW, but this potential is indefinite considering there are no operating commercial 
plants. And there are knowledge gaps that need addressing. 

10.1. Spatial boundaries 

OTEC runs on the same fuel as a tropical cyclone. Ocean surface temperatures of 
26.5 ℃ or greater are required to produce a storm. A total of 88 named storms occurred 
across the globe in 2022, which was near the 1991–2020 average [72]. A single storm 
can produce as much as 600 TW of energy, at least 20% more than the heat of global 
warming, so there is no spatial boundary [73]. But for the Small Island Developing 
States (SIDS), which control 30% of the economic exclusion zones that comprise the 
prime OTEC areas. But the SIDS doesn’t have sufficient electrical demand to justify 
the cost of OTEC, which demands plants of at least 100 MW capacity to be 
commercially viable [74]. 

The other 70% of the ocean are global commons over which no country, 
technology, or individual will ever hold sway. 

10.2. Natural, location-specific influences on the real net power output 

In the Atlantic SSTs of 30 ℃ off the top end of South America and in the Gulf 
of Mexico are common in September as they are in the Eastern Pacific and Indian 
Ocean temperatures at that time of year. 

March is the peak of the typhoon season in the southern hemisphere, where 30 ℃ 
temperatures are still common in the Pacific and Indian Oceans, but south of where 
those temperatures are reached in September. 

In the off-peak storm season between the latitudes 20 degrees north and 20 
degrees south latitudes temperatures of 24 ℃ are common and are at the lower limit 
for TG energy production. 

A ∆T of 6 ℃ between the surface and 1000 m would make a 24% difference in 
the output of a TG plant. 

10.3. Capital cost 

TG systems are an arrangement, in order of cost, of a platform and hull, heat 
exchangers, turbines, electrolysers (if H2 is to be produced), pumps, a heat pipe, and 
an interface between the platform, the pipe, and the condensers and/or the electrolysers 
situated in deep water. 
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Large heat exchangers are a function of low thermodynamic efficiency and are 
linearly scalable in accordance with the requisite power. 

Table 3 shows the cost of TG plants based on the literature, where: 
1) The 10 MW plant is land based.
2) All other plants have a floating ship design.
3) The cost of the 100 MW plant is 66 percent of the base cost of the conventional

100-MW plant of $4000/kW [75].
4) Each doubling of the size of plants 100 MW or greater lowers plant costs by 22%

[76].
5) An inflation adjustment between 2010–2024 of 38% is assumed [77].
6) The cost of ship design using a deepwater condenser is 66% of cold water pipe

design [78].
7) The annual operating cost is 5% [79].
8) Energy subsidies for 2023 were $7 trillion USD [80].

Table 3. The historical and projected cost of OTEC and TG. 

Plant size 10 Conventional 100 100 1000 

Rating MW MW MW MW 

$2010/kw (installed) $16,400 $4,000 2,640 1,394 

Overnight cost $164,000,000 $400,000,000 $264,000,000 $1,393,759,224 

Number of plants  3,100,000 310,000 310,000 31,000 

Total cost OTEC $508,400,000,000,000 $124,000,000,000,000 $81,840,000,000,000 $43,206,535,944,000 

Inflation adjustment (38%) $701,592,000,000,000 $171,120,000,000,000 $112,939,200,000,000 $59,625,019,602,720 

Interest at 5.5% for 30 years $701,592,000,000,000 $171,120,000,000,000 $112,939,200,000,000 $59,625,019,602,720 

Principal plus interest $1,403,184,000,000,000 $342,240,000,000,000 $225,878,400,000,000 $119,250,039,205,440 

Plant life in years 30 30 30 30 

Capacity 95% 95% 95% 97% 

Annual operating cost 5% 5% 5% 5% 

Annual cost per year $25,848,126,315,790 $6,304,421,052,632 $4,160,917,894,737 $2,151,418,233,088 

Terawatt hours 271,560 271,5560 271.560 271,560 

Kilowatt hours 271,560,000,000,000 271,560,000,000,000 271,560,000,000,000 271,560,000,000,000 

Cost per hour $0.095 $.023 $.015 $0.008 

Annual fossil fuel subsidy $7,000,000,000,000 $7,000,000,000,000 $7,000,000,000,000 $7,000,000,000,000 

Annual (loss) return $18,848,126,315,790 $695,578,947,368 $2,839,082,105,263 $4,848,581,766,912 

In 2022, global energy costs were 13% of a global GDP of $101 trillion [81,82]. 
This is 6.5 times the cost of TG, not including the IMF’s estimated $7 trillion for the 
environmental cost of doing business burning fossil fuels. 

Oil prices have reached their highest level since 2008, and higher energy prices 
in general have contributed to sharply increased inflation, which has led to widespread 
political unrest [83]. 

A recent study of OTEC for Indonesia shows 45 GW of OTEC capacity can be 
installed for a Net Present Value (NPV) of up to $23 billion (this is for conventional 
OTEC, which is 33% more expensive than TG), so Table 3 is in the ballpark [84]. 
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10.4. Operational cost and useful lifetime 

The operational life of an OTEC system is estimated to be 30 years [74]. And the 
annual operating cost is estimated to be 5% of the capital cost [79]. 

10.5. The impact of interest rates 

Table 3 calculates interest at 5.5% over 30 years, which equals the capital cost. 
The Stern Review on the Economic Effects of Climate Change, however, argued that 
any discounting is ethically inappropriate for a global issue like climate change. 
However, a minuscule discount rate of 0.1 percent per annum might be justifiable [85]. 
Over the 30-year life of the plants, this would total 3% of the capital cost and reduce 
the total cost of 31,000 plants by about $57 trillion. 

10.6. Speed, can the technology be deployed in time to make a difference 
in the climate 

Universities are failing to meet the growing demand for a clean energy workforce. 
Since a career may last 30–40 years, this creates a risk of long-term carbon lock-in 
and stranded skill sets through (mis)education [86]. Even if this wasn’t the case, it will 
take at least 10 years of R&D and scaling from a 300-watt, closed system, that 
confirms the thermodynamics, confirms the movement of atmospheric CO2 to the 
ocean as the surface cools, and tests various working fluids, to 10 MW, 100 MW, and 
1-GW ocean going plants. After the 1-GW scale is attained, it will take another 10
years to ramp up to 1000 plants a year.

In 2022, there were 105,395 registered vessels [87]. Current worldwide shipyard 
capacity is about 1200–1300 ships per year, compared with about 2000 ships per year 
between 2005 and 2010 [88]. Seventy-five percent of these plants were built by only 
three countries: China, Korea, and Japan [77]. Should global warming finally, widely, 
be recognized as the existential threat it is, the other 192 countries of the world are 
likely to make a commensurate effort to solve the problem. Which would entail the 
production of at least 1000 1-GW ships a year. 

Since the working life of these plants is 31 years, and the objective is to produce 
31 TW of energy, the oldest ships would be replaced each year to maintain a stable 
energy supply. 

10.7. Does the technology scale 

According to Langer and others, it does [74,84]. 

10.8. Availability of resources 

If there were enough resources to build 2000 ships per year between 2005 and 
2010, it is reasonable to assume there are enough resources to build 1000 TG plants a 
year [77]. 

Magnesium, currently valued at about $2600/tonne, exists at a concentration of 
1272 ppm in seawater, 3 times higher than the concentration of CO2 in the atmosphere. 

It is a viable metal for use in many major components, mainly heat exchangers 
and heat pipes in TG plants [89]. 

A method of precipitating magnesium from seawater has been known for over a 
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century and new techniques have been discovered more recently [90,91]. 
Magnesium alloys reduce the weight of heat-removing elements like TG heat 

exchangers by a third without losing efficiency [92]. With the ocean’s abundance of 
magnesium and the technical ability to secure it, the current cost of the metal would 
be reduced by orders of magnitude when the metal is produced as an adjunct to energy 
production using the TG method. 

10.9. Equity 

The SIDS are the most vulnerable nations to the global warming risks of sea level 
rise, storm surge, and the vagaries of fossil fuel costs. But paradoxically, they control 
30% of the EEZs in the most promising OTEC regions. 

They could leverage these EEZs in return for free energy, among other 
considerations, and offer their territories as test beds for the nascent TG technology, 
benefiting mankind even if only inadvertently. 

10.10. Fairness 

The concept of a “just transition” away from fossil fuels is a concept that says to 
meet our climate goals, all communities, all workers, and all social groups must be 
brought along in the pivot to a net-zero future [93]. It is a concept designed to include 
and therefore bring on board as many interested parties as possible. 

Workers in the fossil fuel industry would be the most impacted by a phaseout of 
their resource, but they also have the most experience and technology working in 
deepwater, so they need never suffer for a lack of jobs during and after a “just 
transition.” 

Minimizing the existing occupational health and safety risks of people working 
in all institutions is the main task of any occupational health and safety culture and is 
another milestone that TG would meet [94]. 

10.11. Economic analysis 

Since there is no operational experience with large OTEC or TG systems, the best 
alternative is to take the example of a Nimitz-class aircraft carrier, which is 
indestructible by the elements when under power and commanded by a competent 
captain. 

TG plants will operate exclusively within the Inter-Tropical Convergence Zone 
(ITCZ), in which cyclones, hurricanes, and typhoons do not occur, but where vigorous 
thunderstorms are interspersed with the doldrums, which are periods of calm that have 
stranded sailors for days or weeks. 

The predicted service life of Nimitz-class aircraft carriers is about 50 years, but 
it is assumed that the service life of an OTEC platform is 31 years [74]. In 1997 dollars, 
the CapEx for the carrier was $4.1 billion, and its maintenance costs were $5.7 billion 
[95]. This is in line with an overnight cost of $1.4 billion for a 1-GW TG plant plus a 
150% maintenance cost over 30 years. 

11. Conclusion

The thermodynamics of global warming invite the conclusion that the more
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energy produced by the heat of warming, the cooler the surface becomes, sustainability 
goals are met, and the impacts of global warming are mitigated. TG redistributes the 
certain accumulation of ocean heat and removes a part of it to the land in the service 
of as many as ten billion people. This is heat that is currently lying fallow and, in the 
alternative, will ultimately resurface and wreak havoc. Its use can cool the surface, and 
when deployed at scale, it could generate 1.6 times the world’s current primary energy 
while removing CO2 from the atmosphere and solving the fossil fuel replacement 
problem. The infrastructure is capital intensive, but this is capital that is in many cases 
also lying fallow and instead could be generating prodigious economic returns and 
climate respite [96]. To derisk this capital, a lab-scale, and small ocean-going 
prototype should be financed and constructed as soon as possible. 
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