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Review Article 

Review of the calculation of the boiling heat transfer coefficient in 
mini-channels and micro-channels 
César-Arnaldo Cisneros-Ramírez* 

Instituto Superior Politécnico José Antonio Echeverría, Centro de Estudios de Tecnologías Energéticas Renovables, 
CETER, La Habana, Cuba. E-mail: cesar@mecanica.cujae.edu.cu 

ABSTRACT 
The need to dissipate high heat flux densities has led researchers and designers to employ phase change as a mech-

anism to achieve this goal and thereby achieve more compact heat exchanger equipment. In the present work, a study of 
the literature on boiling in mini-channels and microchannels was carried out. For this purpose, bibliographies dating from 
the 1990s to the present were consulted, which revealed the main parameters or topics that characterize this process in 
mini-channels and microchannels. Thus, the terms mini-channels and microchannels, forced flow boiling and flow re-
gimes (map) are addressed. In addition, a summary of the equations for the determination of the heat transfer coefficient 
in two-phase regime (hdf) is presented. 
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1. Introduction 
The need to dissipate high heat flux densities by air flow has forced 

designers to consider liquid cooling without phase change as an option. 
The other option has been to employ phase change for this purpose, i.e., 
the use of boiling in small diameter channels. Heat pipes, fuel cells, com-
pact evaporators of advanced designs, among others, are equipment or 
devices that use channels of hydraulic diameter of the order of 1 mm. It 
was Tuckerman and Pease[1] who demonstrated experimentally that a heat 
flux density (qp) of 1300 W/cm2 can be dissipated while maintaining a 
temperature difference of less than 70 ℃. 

That is why boiling in mini-channels and microchannels has great 
expectations to obtain an effective heat dissipation, mainly in small 
equipment[2], hence this line of research has taken interest mainly when 
it is necessary to dissipate high heat flux densities in electronic equip-
ment among other uses[3,4]. 

Shah[5] defined the compact exchanger as having an area to volume 
ratio equal to or greater than 700 m2/m3. Many of the electronic circuit 
fabrication techniques are used in the fabrication of compact exchangers. 
Mini-channels and microchannels constitute a new technology in the 
dissipation of large energy densities through small areas. They are an 
alternative for the replacement of conventional finned exchangers used 
mainly in the automotive, air conditioning and refrigeration industries, 
among others. A surface of mini-channels and microchannels is usually 
formed by several of these elements in parallel[6]. The cooling medium 
flows through these channels in order to extract the heat from the energy 
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source, having as a characteristic that the flow is lam-
inar. In addition, in such a surface, high values of 
heat transfer coefficient, high area/volume ratio, 
small mass and volume are obtained and small 
amount of the cooling medium or cooling agent is 
needed. 

In a heat exchanger consisting of mini-channels 
and microchannels, heat transfer is improved in two 
ways: first, the small dimensions of the ducts in-
crease the heat transfer coefficient and second, the 
flat orientation of the ducts reduces the resistance on 
the air flow, which leads to a higher flow or a de-
crease in fan power. These attributes make mini-
channel and microchannel surfaces suitable media 
for cooling equipment[7]. 

Compared to a conventional exchanger, the 
main advantage of a mini-exchanger or a micro-ex-
changer is its high area/volume ratio, which results 
in a high overall heat transfer coefficient per unit vol-
ume that can be greater than 100 MW/m3K; 
higher by 1 or 2 orders of magnitude than that of a 
conventional exchanger[8]. 

From the literature reviewed, it can be said that 
the theory for single-phase flow is applicable for 
conventional channels as well as for mini-channels 
and microchannels[9]. However, the theory for two-
phase flow in conventional channels is not appropri-
ate for mini-channels and microchannels[10]. 

The objective of this work is to review the liter-
ature on the characteristics of heat transfer dur-
ing boiling in mini-channels and microchannels. For 
this purpose, the terms mini-channels and micro-
channels, forced flow boiling and flow regimes 
(map), among others, are discussed. In addition, a 
summary of the equations for the determination of 
the heat transfer coefficient in two-phase regime (hdf) 
that have been obtained and published by different 
authors is presented. 

2. Methods and materials 
2.1 Minichannel and microchannel 

When are we in the presence of a mini-channel 
or microchannel? The terms mini-channel and mi-
cro-channel are used in the literature without any 
universal criteria, although many works have been 

carried out in an attempt to find a general criterion 
for these terms. Some researchers define the same 
transition criterion, between macrochannel and mini-
channel/microchannel, for both single-phase and 
two-phase flow in channels, while others define the 
criterion independently for single-phase and two-
phase flow. 

Mehendale[11] used the following classification 
to define channels: 

1 μm ≤ Dh ≤ 100 μm: Microchannel 
100 μm ≤ Dh ≤ 1 mm: Minichannel 
1 mm ≤ Dh ≤ 6 mm: compact channel 
6 mm < Dh: conventional channel 
Kandlikar and Balasubramanian[12] use a classi-

fication based on the mean path of molecules in sin-
gle-phase flow, surface tension effects and two-
phase flow structure. 

Conventional channel: Dh ≥ 3 mm 
Mini-trunking: 200 µm ≤ Dh < 3 mm 
Microchannel:10 µm ≤ Dh < 200 µm 
Nanochannel or molecular: Dh ≤ 0.1 µm 
Based on the observation that as the channel di-

mensions become smaller, the surface tension be-
comes important and on the other hand that the effect 
of gravity loses its effect, Kew and Cornwell[13] pro-
posed as a criterion to define macrochannels, mini-
channels and microchannels, the confinement num-
ber (Co), given by: 

𝐶𝐶𝐶𝐶 =
� 𝜎𝜎
𝑔𝑔(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)�

0.5

𝐷𝐷
 

(1) 
Where σ, ρl, ρv, g and D are liquid surface ten-

sion, liquid density, vapor density, gravity and chan-
nel diameter respectively. 

This number is the ratio between the size of 
the bubble at the time of its detachment from the sur-
face and the diameter of the duct. This same criterion 
has been used by Thome et al.[14] and Barber[15]. Un-
der this criterion, a channel whose confinement num-
ber is greater than 0.5 can be classified as a mini/mi-
crochannel and the opposite would be a conventional 
channel. 

Harirchian and Garimella[16] suggested the con-
fining convective number as a criterion to define the 
macrochannel and the mini-channel or macrochannel, 
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which is given by the Bond number (Bo) and the 
Reynolds number (Re) whose expression is: 

𝐵𝐵𝐶𝐶0.5 ∙ Re = 160 
(2) 

The Bond number expresses the ratio between 
the buoyancy force and the force due to tension. 

𝐵𝐵𝐶𝐶 =
𝐷𝐷ℎ

�
𝜎𝜎

𝑔𝑔(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑣𝑣)

 

(3) 
The Reynolds number expresses the ratio be-

tween the dynamic force and the viscous force. 

Re =
𝑢𝑢𝐷𝐷𝜌𝜌
𝜇𝜇

 

(4) 
For a value less than 160 the channel is cata-

logued as a mini-channel or micro-channel and 
above this value it is a macro-channel. With this cri-
terion the authors tried to take into account the ef-
fects of mass flux density and viscosity on the con-
finement of flow in mini-channels and 
microchannels together with surface tension, gravity 
and density. 

Brauner [17] in his analysis proposed the Eötvös 
number (Eo) as a criterion to consider or not the in-
fluence of surface tension and gravity. The discrimi-
nant value is Eo < (2π)2. 

𝐸𝐸�̈�𝐶 =
𝐷𝐷2𝑔𝑔(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑣𝑣)

𝜎𝜎
 

(5) 
On the other hand, Lee[18], considering the rela-

tionship between the drag force on the bubble and the 
force due to surface tension, proposes the following 
transition criterion: 

𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 17.8(
𝜎𝜎𝜌𝜌𝑙𝑙 − 3𝜇𝜇𝑙𝑙𝐺𝐺

𝐺𝐺2
) 

(6) 
From the above it can be said that there is no 

unity of criteria for the definition of mini-channel 
and micro-channel. 

2.2 Ebullition in forced flow 
In forced flow boiling it is common to consider 

that heat is transferred by two mechanisms: forced 
convection and nucleated boiling. In forced convec-
tion heat is transferred in the same way as in convec-
tion without phase change, where the heat transferred 

increases with increasing mass flux density (G). This 
mechanism is modeled with equations similar to 
those of convection without phase change including 
a fluid flow enhancement factor[13,19]. In nucle-
ated boiling, heat is transferred by bubbles arising on 
the heating surface. These bubbles grow and eventu-
ally separate from the heating surface. This mecha-
nism is similar to that of large volume boiling and is 
modeled with the equations of the latter. Here the 
heat transfer coefficient increases with increasing 
heat flux density and is independent of vapor quality 
and mass flow rate[20,21]. 

Heat transfer in the nucleated boiling regime is 
characterized by the formation of bubbles, which is 
influenced by the density of nucleation centers, the 
diameter of bubble detachment and the frequency 
of bubble formation. 

The nucleation center density (Na) is the num-
ber of cavities or sites in which bubbles are generated 
per unit area of the channel and gives a measure of 
the energy transferred with the bubble. This nuclea-
tion center density depends on the heat flux density 
(𝑞𝑞𝑤𝑤″ )[22,23], vapor velocity[24], cavity size[25] and fluid 
type. 

The expression obtained by Kuo[26] is based pri-
marily on the heat flux density 

𝑁𝑁𝑁𝑁 = 0.29𝑞𝑞𝑊𝑊" 1.4 
(7) 

The boiling cycle is the process of liquid heat-
ing, bubble formation, bubble growth and bubble re-
lease. The number of bubbles formed per unit time 
or bubble formation frequency (f) and bubble detach-
ment diameter (Ddb) are factors that have great in-
fluence on heat transfer[9]. During forced flow boil-
ing the bubble formation frequency depends on the 
heat flux density, mass flux density, fluid type, size 
and nature of the nucleation center (cavity) and 
the bubble release diameter. In general, the bubble 
detachment frequency is evaluated by an expression 
of the form[26-28]: 

𝑓𝑓𝑡𝑡𝐷𝐷𝑑𝑑𝑑𝑑 = 𝑓𝑓(𝑔𝑔,𝜌𝜌𝑙𝑙 ,𝜌𝜌𝑣𝑣 , 𝐽𝐽𝑁𝑁) 
(8) 

𝑓𝑓𝑡𝑡𝐷𝐷𝑑𝑑𝑑𝑑 = cte 
(9) 

Where Ja is the Jakov criterion which expresses 
the ratio between the sensible heat required to heat a 
mass of liquid to its saturation temperature (Tsat) and 
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the latent heat hlv to evaporate the same mass of liq-
uid. 

𝐽𝐽𝑁𝑁 =
𝑐𝑐𝑝𝑝(𝑇𝑇 − 𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡)

ℎ𝑙𝑙𝑣𝑣
 

(10) 
The value obtained by Kuo[26], for an average 

absolute error of 17%, was: 

𝑓𝑓𝐷𝐷𝑑𝑑𝑑𝑑 = 5.65 × 10−3
𝑚𝑚
𝑠𝑠

 

(11) 
In the literature[29], the authors proposed the di-

mensionless nucleation frequency as a function of 
the dimensionless temperature difference through 
the expression: 

𝑓𝑓∗ = 0.0013exp (3 ∙ 10−5𝜑𝜑) 
(12) 

Where frequency and dimensionless tempera-
ture were defined as: 

𝑓𝑓∗ =
𝑓𝑓𝑊𝑊2𝜌𝜌𝑙𝑙
𝜇𝜇𝑙𝑙

 

(13) 
and 

𝜑𝜑 =
(𝑇𝑇𝑡𝑡 − 𝑇𝑇∞)𝑊𝑊𝑘𝑘𝑙𝑙𝜌𝜌𝑙𝑙

𝜇𝜇𝑙𝑙𝜎𝜎
 

(14) 
Where W, μl, kl, Ts, 𝑇𝑇∞  are the width of the 

channel, the dynamic viscosity and thermal conduc-
tivity of the liquid, the temperature of the surface 
where the liquid boils and the temperature of the liq-
uid. 

Applying a dimensional analysis, in the litera-
ture[29], they obtained a relationship between the size 
at which the bubble detaches and the Reynolds crite-
rion, which expresses the exponential decrease in the 
size of the bubble at the time of detachment (Vdb) as 
the Reynolds criterion (Re) increases, that is: 

𝑉𝑉𝑑𝑑𝑑𝑑
𝐻𝐻3 = 2 ∙ 104exp (−5 ∙ Re0.25) 

(15) 
Where H is the characteristic dimension of the 

channel. 

2.3 Map of flow regimes 
The determination of the different flow regimes 

has been studied by several researchers[16,30,31], since, 
once the regime is known, the development of mod-
els for the calculation of both the heat transfer coef-
ficient and the pressure drop is facilitated. 

In mini-channels and microchannels the flow 
regime depends on the interaction between the forces 
due to surface tension and inertia. Surface tension is 
dominant in the bubble and bullet flow regimes; and 
inertia is dominant in the annular and eddy flow re-
gimes. Figure 1 shows a representation of each of 
these flow types. 

 
Figure 1. Flow regimes. 

The flow regime map proposed by Harirchian 
and Garimella[16,31] proposes that for values of 
Bo0.5Re < 160 vapor confinement is observed 
in both the bullet and swirl/annular flow regimes, 
while for Bo0.5Re > 160 no confinement is observed. 
For low heat flux density with Bl < 0.017 (Bo0.4Re-
0.3) and Bo0.5Re < 160 bullet flow is observed and 
with Bo0.5Re > 160 bubble flow is observed. For 
high heat flux density i.e., for Bl > 0.017 (Bo0.4Re-
0.3) the bubbles coalesce and give rise to swirl-
ing/annular flow. Bl and Bo are the boiling and bond 
numbers respectively, defined as: 

𝐵𝐵𝐵𝐵 =
𝑞𝑞𝑝𝑝

𝐺𝐺 ∙ ℎ𝑙𝑙𝑣𝑣
 

(16) 

𝐵𝐵𝐶𝐶 =
𝑔𝑔(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑣𝑣)𝐷𝐷2

𝜎𝜎
 

(17) 
In the literature[16], the authors propose the fol-

lowing as the length at which the transition 
from bubble to annular flow occurs: 

𝐿𝐿𝑡𝑡 = 96.65(𝐵𝐵𝐶𝐶0.5Re)−0.258𝐵𝐵𝐵𝐵−1
𝜌𝜌𝑔𝑔

𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔
𝐴𝐴𝑐𝑐𝑡𝑡
𝑃𝑃𝐻𝐻

 

(18) 
Where Acs and PH are the cross-sectional area of 

the channel and the wetted perimeter of the channel, 
respectively. 

Revellin and Thome[32] proposed a map of flow 
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regimes from data obtained for boiling refrigerant 
R134a and R245fa in circular tubes. In their work 
they distinguished three types of regimes: iso-
lated bubble, coalesced bubble and annular. The ge-
ometrical and flow conditions used were: 0.509 and 
0.790 mm ducts, heating length from 20 to 70 mm, 
mass flux density from 210 to 2094 kg/m2s, heat flux 
density from 3.1 to 597 kW/m2, saturation tempera-
ture from 26, 30 and 35 ℃ and subcooling from 2 to 
15 ℃. The transition between the regime of iso-
lated bubbles to coalesced bubbles is fulfilled when: 

𝑥𝑥𝑑𝑑𝑡𝑡/𝑑𝑑𝑐𝑐 = 0.763(
Re,𝐵𝐵𝐶𝐶
𝑊𝑊𝑊𝑊𝑣𝑣

)0.41 

(19) 
For the transition from the coalesced to the an-

nular bubble regime, the criterion is taken: 
𝑥𝑥𝑑𝑑𝑐𝑐/𝑡𝑡 = 14 ⋅ 10−5�Re𝑙𝑙1.47𝑊𝑊𝑊𝑊𝑙𝑙−1.23� 

(20) 
Where We is the Weber number: 

𝑊𝑊𝑊𝑊 =
𝐺𝐺2𝐷𝐷
𝜎𝜎𝜌𝜌

 

(21) 
From the flow regimes that appear in mini-

channels and microchannels, it can be concluded that 
they are similar to those that appear in conventional 
channels: bubble, bullet, swirl and annular. 

2.4 Equations used for the determination of 
the heat transfer coefficient in mini and mi-
crochannels 

For the calculation of heat transfer during 
forced flow boiling in ducts, the correlations used 
can be divided into two groups: 

Correlations that give an average heat transfer 
coefficient for the entire boiling process. 

Correlations giving a local heat transfer coeffi-
cient as a function of steam quality. The group of cor-
relations for the local heat transfer coefficient can be 
divided into: 

(i) Improved model 
(ii) Superposition model 
(iii) Asymptotic model 
In the improved model the heat transfer coeffi-

cient for two-phase flow (hdf) is calculated in the 
same way as for single-phase flow, considering the 
whole fluid as a liquid (hL) and is affected by a factor 
that takes into account the influence of the presence 

of the two phases (E). 
ℎ𝑑𝑑𝑑𝑑 = 𝐸𝐸 ∙ ℎ𝐿𝐿 

(22) 
The heat transfer coefficient for a single phase 

hL is calculated by the equations of Gnielinski, 
cited by Kandlikar[21]. 

The superposition model assumes that the two-
phase heat transfer coefficient is the sum of the sin-
gle-phase convective component (hsf) and the nucle-
ated boiling component (hen), that is: 

ℎ𝑑𝑑𝑑𝑑 = ℎ𝑡𝑡𝑑𝑑 + ℎ𝑒𝑒𝑡𝑡 
(23) 

The asymptotic model is similar to the superpo-
sition model but in potential form, that is: 

ℎ𝑑𝑑𝑑𝑑𝑡𝑡 = ℎ𝑡𝑡𝑑𝑑𝑡𝑡 + ℎ𝑒𝑒𝑡𝑡𝑡𝑡  
(24) 

In general, these models can be summarized 
as[33,34]: 

ℎ𝑑𝑑𝑑𝑑 = �(𝐸𝐸 ∙ ℎ𝑡𝑡𝑑𝑑)𝑡𝑡 + (𝑆𝑆 ∙ ℎ𝑒𝑒𝑡𝑡)𝑡𝑡�1/𝑡𝑡
 

(25) 
Here, the contribution of both parts is intensi-

fied and/or inhibited by the intensifying factor E 
or by the inhibition factor S. The exponent n takes 
into account the transition from one mechanism to 
the other. Depending on the value of n the superpo-
sition model can be subdivided into: Linear (n = 
1)[35,36] and nonlinear (n ≠ 1). Example of model with  
n = 2 is that of Liu[37] and with n = 3 is that of Stei-
ner[38]. 

Models based on the flow structure are based on 
the superposition method and take into account the 
characteristics of the flow structure: 

ℎ𝑑𝑑𝑑𝑑 =
𝜃𝜃secoℎ𝑣𝑣 + (2𝜋𝜋 − 𝜃𝜃seco)ℎhum

2𝜋𝜋
 

(26) 
Where 𝜃𝜃seco is the angle of the dry perimeter, 

ℎ𝑣𝑣 is the heat transfer coefficient of the vapor phase, 
ℎhum  is the heat transfer coefficient of the wet pe-
rimeter corresponding to a non-linear superposition 
of effects taking into account the equivalent thick-
ness of the liquid. 

2.5 Empirical correlations 
The correlations for the determination of the 

heat transfer coefficient in two-phase flow, in general, 
are based on heat transfer coefficients for liquid 
phase hL

[33,39] and on dimensionless criteria, that is: 
 

ℎ𝑑𝑑𝑑𝑑 = ℎ𝐿𝐿 ∙ 𝑓𝑓(𝐵𝐵𝐶𝐶,𝐹𝐹𝐹𝐹,𝐵𝐵𝐵𝐵,𝑊𝑊𝑊𝑊,𝐶𝐶𝐶𝐶,𝑋𝑋𝑡𝑡𝑡𝑡 , … ) 
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(27) 
The mean absolute error (MAE) of the correla-

tions is determined according to the expression[40,41]: 

𝐸𝐸𝐴𝐴𝐸𝐸 =
1
𝑁𝑁𝑁𝑁

�
|𝑌𝑌𝑐𝑐𝑡𝑡𝑙𝑙 − 𝑌𝑌exp|

𝑌𝑌exp
× 100%

𝑁𝑁𝑝𝑝

1

 

(28) 
Where Np is the number of points (data) ana-

lyzed, Ycal is the calculated value and Yexp is the ex-
perimental value. 

Of the expressions used, the one with the lowest 
mean absolute error is the equation proposed by 
Basu[42]: 

ℎ𝑑𝑑𝑑𝑑 = 1.44 × 105(𝐵𝐵𝐵𝐵2𝑊𝑊𝑊𝑊𝐷𝐷)0.32(
𝜌𝜌𝑙𝑙
𝜌𝜌𝑣𝑣

)0.31 

 
(29) 

3. Conclusions 
(1) It is necessary to develop a general crite-

rion based on the thermophysical properties of the 
fluids and on the operating conditions to know 
the boundaries between conventional channel, mini-
channels and microchannels. 

(2) The product of the frequency and diameter 
of bubble detachment is an order of magnitude 
smaller in mini-channels and microchannels than in 
conventional channels. 

(3) The structure of boiling flow in mini-chan-
nels and micronals is similar to that of conventional 
channels: bubble flow, bullet flow and annular flow. 

(4) For the determination of the two-phase heat 
transfer coefficient the Basu expression, equation 
(29), is the one with the lowest mean absolute error. 
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Combined operation mode of sub-critical W-flame boiler and coal mill 
optimized numerical simulation 
Lun Ma*, Qingyan Fang, Dengfeng Tian, Cheng Zhang, Gang Chen 
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ABSTRACT 
The flow, combustion, heat transfer and NOx emission characteristics of a 600 MW subcritical W-flame boiler 

were numerically simulated under different combined operation modes of coal mills, and compared with the measured 
results. The results show that the combustion, average residence time, burnout rate, NOx emission characteristics and 
temperature distribution near the side wall of pulverized coal particles in the furnace have different effects on the com-
bined operation mode of pulverized coal. In the combustion efficiency of give attention to two or more things, screen 
superheater section of fly ash carbon content and flue gas temperature of entrance at the same time, compared with six 
coal mill run at the same time, 5 coal mill run, shut down near the side wall of the coal mill is beneficial to reduce NOx 
emission concentration, to achieve the emission reduction, at the same time under the wing wall and side wall area 
chamber of a stove or furnace slagging significantly reduce. 
Keywords: Subcritical W-Flame Boiler; Combustion Optimization; Combined Operation Mode of Coal Mill; NOx 
Emission Characteristics; Numerical Simulation 
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1. Introduction 
Low volatile coal resources in China have large reserves and wide 

distribution, but the low volatile content of coal powder makes it 
difficult to ignite and has poor stable combustion characteristics. 
W-flame boiler has good adaptability to the combustion of low-volatile 
coal and other inferior coals, so it has been widely used in China in 
recent decades. However, most W-flame boilers have such 
disadvantages as ignition delay, poor stability, low burnout rate (the 
carbon content of fly ash is 8%–15%) and high NOx emission (the 
emission mass concentration of NOx under φ(O2) = 6% is 1100–2000 
mg/m3)[1]. In order to ensure the fire stability of pulverized coal, the 
combustion belt is generally laid around the lower furnace and the 
furnace arch area, resulting in a higher temperature in the furnace, 
which is an important reason for the higher NOx emissions from the 
outlet of the furnace. Gb13223-2012 Emission Standard of Heavy Gas 
Pollutants for Thermal Power Plants puts forward stricter requirements 
for NOx emission control of W-flame coal burning boiler, and limits the 
emission mass concentration of NOx (NO2 as measurement standard) of 
W-flame coal burning boiler to within 200 mg/m3. In this regard, in 
recent years, a series of combustion control technologies and methods 
to reduce NOx emissions have been developed, and have been widely 
used in coal-fired power plant boilers, such as reburning technology,
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exhaust air technology, shade deviation technology 
and flue gas recycling technology, etc. Among them, 
the exhaust air technology has been widely used in 
domestic coal burning power plants because of less 
investment and more obvious NOx emission 
reduction effect. 

There are more and more literatures on the 
combustion, slagging and NOx emission of 
pulverized coal boilers by means of numerical 
simulation. Many scholars have carried out a great 
deal of research on the low-NOx combustion 
technology of tangential combustion boilers[2-4]. 
Fang et al.[5] conducted numerical simulation on the 
NOx emission characteristics of an 
ultra-supercritical offset combustion boiler under 
different combined operation modes of coal mills. 
The results show that the combustion characteristics 
and NOx emission characteristics of boilers are 
affected by different combined operation modes of 
coal mills. Scholars at home and abroad have also 
carried out some studies on W-flame boiler by using 
numerical simulation methods[6-9], but there are few 
numerical simulations on the combined operation 
modes of different coal mills. Fang et al.[10] 
conducted numerical simulation on slagging 
characteristics of a DG1025/18.2-II4W boiler when 
it was fired with different types of coal, and the 
results showed that the slagging locations were 
mainly the wing wall of lower furnace, the area of 
furnace arch burner and local areas of front and rear 
walls. Stopping the coal mill near the wing wall 
could effectively reduce the slagging tendency of 
the wing wall. Kuang et al.[11,12] studied the 
influence of burnout air position and burnout air 
Angle of furnace arch on combustion characteristics 
and NOx emission characteristics of a 350 MWe 
pulverized coal boiler through numerical simulation 
and experiment. The results showed that burnout air 
was sent from the furnace arch to the lower furnace 
at 40°, which could effectively reduce NOx 
emission. According to Li[13], such as high 

efficiency low NOx combustion was put forward 
with the combination of number value simulation 
principle and technology, including dual channel 
vane shade separation technology, reasonable 
decorate shade pulverized coal and air flow and 
secondary air downdip technology, burning wind 
technology and alleviate the wing wall slagging 
technology, part or all of these techniques was 
applied to some boiler, good results are obtained. 
Gao et al.[14] studied the influence of boiler 
structure on W-flame by means of numerical 
simulation. 

Numerical study on the flow, combustion, heat 
transfer and NOx emission characteristics of a 600 
MW subcritical W-flame boiler under rated full load 
condition and different combined operation mode of 
coal mills is carried out, which provides reference 
for the optimization of combustion and pollutant 
emission characteristics of the same type of boiler. 

2. Overview of boiler 
The boiler is a type π drum boiler of 1,778 T/h 

subcritical natural circulation, primary intermediate 
reheating, single furnace, open air arrangement, full 
steel suspension structure, balanced ventilation, 
solid state slag discharge, and is manufactured by 
Dongfang Boiler (Group) Co. The furnace is 
divided into upper and lower parts, total. The height 
is 50.150 m, the size of the upper furnace is 34.481 
m × 9.906 m, and the size of the lower furnace is 
34.481 m × 16.012 m. The lower furnace bore is 
double arched, and a burning belt is laid on the 
water cooling wall and near the furnace arch. Using 
W flame combustion mode, the whole boiler is 
equipped with 6 double inlet and double outlet coal 
mills (A coal mill ~ F coal mill), each mill with 
6 burners, A total of 36 burners, symmetrically 
arranged on the furnace arch before and after the 
furnace. The corresponding arrangement of coal 
grinder and burner nozzle is shown in Figure 1. 
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Figure 1. Schematic diagram of coal mill layout. 

3. Mathematical model and 
calculation conditions 
3.1 Mathematical model 

Pulverized coal combustion includes a series 
of complex physical and chemical processes such as 
pulverized coal pyrolysis, combustion, turbulent 
flow and heat and mass transfer. The standard 
K-ε bidirectional turbulence model is used to 
simulate the turbulent gas flow. The probability 
density function (PDF) model is used for turbulent 
gas combustion. A parallel reaction model is used 
for coal pyrolysis. Coke combustion adopts 
dynamic/diffusion control reaction rate model. The 
motion of pulverized coal particles is modeled by 
particle random orbit. PI model is adopted for 
radiation heat transfer calculation. The detailed 
description of the model is referred to the 
reference[15]. 

For NOx modeling, the main consideration is 
NO, and the “post-treatment” method is used to 
calculate the NO production. The generation of NO 
in pulverized coal furnace mainly involves two 
kinds of mechanism: thermal type NO and fuel type 
NO. Due to the small proportion of fast type NO 
and its main presence in the flame of hydrocarbon 
rich fuel, it will not be considered here. Thermal 
NO is mainly generated by the oxidation of N2 in 
the air. Affected by temperature and O2 
concentration, it can be described by the extended 
Zeldovich machine[16]. For the [O] and [OH] groups, 
the partial equilibrium method is used. Fuel type 
NO is mainly generated by the pyrolysis and 
oxidation reaction of nitrogen in fuel, which is the 
main source of NO in pulverized coal combustion. 
The generation and reduction process of fuel type 
NO is not only related to the characteristics of coal, 

the form and distribution of nitrogen functional 
groups in fuel, but also closely related to 
combustion conditions (such as temperature and O2 
concentration, etc.). Fuel type NO is described by 
de Soete model[17]. Nitrogen in fuel is mainly 
distributed in volatile matter and coke, and nitrogen 
in volatile matter is released in the form of HCN 
and NH3, while nitrogen in coke is directly oxidized 
to NO. 

3.2 Calculation conditions 
According to the actual physical structure size 

of the boiler, the geometric model is established, 
and the furnace is divided into cold ash bucket 
region, burner region, burnout region, screen 
superheater region and high temperature reheater 
region. The grid is divided into hexahedral grids 
with high quality. Grid encryption of the burner 
area to reduce the numerical calculation error. After 
the grid independence test, the total number of the 
model grid is 3.85 million. The boiler furnace 
geometric model and mesh division are shown in 
Figure 2. 

3.3 Calculation conditions 
Based on the rated load condition, the 

numerical simulation is carried out under ABCDEF 
(working condition 1), ABCDF (working condition 
2), ABCDE (working condition 3) and ABCEF 
(working condition 4) combined operation mode. 
Under the rated load condition of the boiler, the 
excess air coefficient is 1.12, the volume fraction of 
operating O2 is 2.25%, the primary air volume and 
the exhausted air volume (71.99 kg/s) account for 
11.11% of the total air volume, and the total 
secondary air volume is 471.62 kg/s, of which the 
exhausted air volume is 129.6 kg/s. The regional 
excess air coefficient of the main burning is 0.8. 
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The primary air temperature is 423 K, and the 
secondary air temperature is 607 K. A, B, C, D, E, F 
coal mill combined operation mode the mass flow 
rate of pulverized coal in the next wind is 1.087 
kg/s, and the mass flow rate of pulverized coal in 
the poor air is 0.242 kg/s. ABCDF, ABCDE and 

ABCEF coal mills combined operation formula for 
the next air pulverized coal mass flow is 1.304 kg/s, 
poor air pulverized coal mass flow is 0.290 kg/s; 
Each burner distributes air evenly, and coal quality 
analysis is shown in Table 1. 

 

 
Figure 2. Model and grid division. 

Table 1. Quality analysis of coal 
Parame-
ter 

Industrial analysis/% Elementary analysis Qnet,ar 
/(kj∙kg-1) w (Vad) w (Mad) w (Aad) w (FCad) w (Cad) w (Had) w (Oad) w (Nad) w (Sad) 

Value 8.27 2.00 39.80 49.94 51.56 2.26 2.46 0.68 1.24 17,370 
 

Burners and exhaust air adopt mass in-
let boundary conditions, and inlet flow and temper-
ature are set according to operating parameters. The 
outlet boundary condition adopts pressure outlet, 
and the pressure setting value is -60 Pa. The wall 
surface of the boiler adopts non-slip and tempera-
ture boundary strip, different temperatures are set in 
different sections, and the radiant emissivity of the 
wall surface is set as 0.6. The diameter of pulver-
ized coal particles is set according to Ros-
in-Rammler equation, the minimum diameter of 
pulverized coal particles is 5 μm, the maximum 
diameter is 250 μm, the average diameter is 54 μm, 
and the distribution index is 1.5. The prefactor and 
activation energy of coke combustion kinetic pa-
rameters are 0.0016 kg∙s∙Pa/m2 and 8.37 × 107 
kJ/kmol. 

The Simple algorithm is used to solve the 
pressure and velocity coupling of the discrete 
equations. In order to ensure the precision of 
calculation, the discrete scheme of quadratic 

upwind interpolation is used to solve the governing 
equation. The convergence conditions of the 
calculated results are as follows: (1) the residual of 
the energy equation is less than 10-6, and the 
residual of other equations is less than 10-5; (2) the 
furnace outlet velocity and temperature do not 
change with the iteration. 

4. Results and discussion 
4.1 Verification of simulation results 

According to the method in “power 
station boiler performance test specification”, 
the boiler is tested under the load of 600 MW 
without burnout air, 600 MW with burnout air and 
450 MW with burnout air. Table 2 shows the 
comparison between simulated and measured 
results. As can be seen from Table 2, under 600 
MW load without burnout air, the relative error of 
flue gas oxygen integral number obtained by 
simulation and measurement is 2.56%, the relative 



 

12 

error of NOx emission mass concentration is 
11.06%, and the relative error of carbon content of 
fly ash is 0.03%. Under the loading of 600 MW 
exhaust air, the relative error of simulated and 
measured flue gas oxygen volume fraction is 3.74%, 
The phase error of NOx emission mass 
concentration is 3.99%, and the relative error of 
carbon content in fly ash is 0.43%. Under the load 
of 450 MW exhaust air, the relative error of oxygen 
volume fraction of flue gas, NOx emission mass 

concentration and carbon content of fly ash are 
2.65%, 2.63% and 0.19% respectively. The 
simulated values of flue gas oxygen volume 
fraction and NOx emission mass concentration 
under 600 MW and 450 MW loads are consistent 
with the measured values, indicating that the model 
and grid used can reasonably predict the flow, 
combustion, heat transfer and NOx emission 
characteristics in the boiler. 

 

Table 2. Comparison between the simulation and the actual results 
Name Load/MW The flue gas oxygen body NOx emission mass concentration/

（mg∙m-3) 
Fly ash contains car-
bon/% 

Simulation results 
Measured results 

600 
No burnout air 

2.28 
2.34 

1,335 
1,501 

1.98 
2.01 

Simulation results 
Measured results 

600 
Burnout air 

2.44 
2.52 

759 
751 

2.03 
2.46 

Simulation results 
Measured results 

450 
Burnout air 

2.57 
2.64 

631 
648 

2.52 
2.71 

 
4.2 Distribution of each parameter along the 
furnace height 

Figure 3 shows the distribution of temperature 
along the axis of the primary air nozzle. It can be 
seen from Figure 3 that the trend of pulverized coal 
ignition curve is basically the same under different 
working conditions. According to literature[18] and 
literature[19], the point with a temperature of 1000 K 
is defined as the ignition point of pulverized coal, 
and the distance from the ignition point to the noz-
zle exit is the ignition distance. The results show 
that the ignition distance of pulverized coal airflow 
changes little when the pulverized coal mill is close 
to the side wall pulverized coal mill (working con-
dition 4) when the pulverized coal mill is close to 
the side wall pulverized coal mill combined with 
the 5 pulverized coal mills, compared with the 6 
pulverized coal mills, indicating that the shutdown 
of pulverized coal mill close to the side wall pul-
verized coal mill has little influence on the stable 
combustion characteristics. 

Figure 4 shows the distribution of average 
temperature of flue gas along the height of furnace 
under different working conditions. It can be seen 
from Figure 4 that in the cold ash hopper area, the 
average temperature of flue gas in the cross-section 
of the furnace increases rapidly with the increase of 
the height of the furnace. Area in the main combus-

tion chamber of a stove or furnace section flue gas 
temperature fluctuation, this is because the z = 12 m 
and z = 16 m near the secondary air and exhaust air 
mixed with furnace cross-section flue gas tempera-
ture is reduced, the region near the upper exhaust 
wind area chamber of a stove or furnace section 
reached the highest average temperature of flue gas 
furnace under the condition of 1 section is close to 
1,500 ℃, the average temperature of flue gas 
However, the temperature difference between 2 and 
4 conditions decreased significantly, and the peak 
mean temperature difference reached about 50 K in 
this region. Since the exhaust air volume is large, 
accounting for 20% of the total secondary air vol-
ume, the average temperature of flue gas in the fur-
nace section decreases significantly when the ex-
haust air is mixed near the section z = 23 m. 
However, the unburned coke in the later period 
continues to burn and release heat after the exhaust 
air is mixed, and the average temperature of flue 
gas in the furnace section increases. In the upper 
furnace area, the average temperature of flue gas in 
the furnace section decreases gradually with the 
increase of the height of the furnace, because the 
water wall absorbs a lot of heat. It can also be seen 
from Figure 4 that in the main combustion region, 
working conditions 2 ~ 4 are equivalent to post-
poning pulverized coal combustion on the basis of 
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working condition 1, and the average temperature 
of flue gas in the cross-section of the furnace will 
decrease. In the upper burnout zone, the coal char is 
further burned in the later stage, and the average 

temperature distribution of flue gas in the 
cross-section of the furnace is basically the 
same, but they are all lower than the working con-
dition 1. 

 
Figure 3. Temperature distribution along the primary air nozzle axis (A3 nozzle). 

 
Figure 4. Average flue gas temperature distribution along the height of furnace. 

Figure 5 shows the distribution of CO volume 
fraction φCO along the furnace height. As can be 
seen from Figure 5, the distribution trend of φCO 
along the furnace height is consistent under differ-
ent working conditions. In the burner area, the ex-
cess air coefficient is 0.8, in the low oxygen rich 
fuel atmosphere, coal powder into the furnace after 

the high temperature flue gas reflux coil effect of 
rapid ignition combustion, due to the excess of fuel 
to generate a large number of CO, resulting in the 
area φCO rapidly rising. High φCO is beneficial to 
reduce NO generation. This is because the amount 
of volatiles precipitated from low volatile coal dur-
ing pyrolysis is very small, and the amount of ni-
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trogen gas is even less. Moreover, the expansibility 
of coke generated from pyrolysis is very small, 
which may be due to the low amount of gas pro-
duced by low volatile coal pyrolysis, low internal 
pressure and very small pores. Therefore, coke has 
very few reactive points, and the reducibility of 
available coke to NO is very small[20], so the reduc-
tion performance of CO can be fully utilized to ef-

fectively inhibit the generation of NO. It can also be 
seen from Figure 5 that in the main combustion 
area, φCO under working conditions 2 ~ 4 is higher 
than that under working conditions 1, which is 
conducive to enhancing the reducing atmosphere in 
the main combustion area, inhibiting NO generation, 
and achieving the purpose of reducing NOx emis-
sions. 

 
Figure 5. CO volume fraction distribution along the height of furnace. 

Figure 6 shows the distribution of NO volume 
fraction φNO along the furnace height. As can be 
seen from Figure 6, the distribution trend of φNO 
along the furnace height is basically the same under 
different working conditions. In the main combus-
tion area, pulverized coal rapidly ignites and burns 
after entering the furnace, and nitrogen is constantly 
precipitated in the coal, which can be roughly di-
vided into two stages: volatile analysis stage and 
coke combustion precipitation stage[21]. Therefore, 
the formation of NO from nitrogen in fuel can be 
divided into two stages: uniform phase formation of 
volatile matter and heterogeneous phase formation 
of coke. HCN and NH3 released in the volatilization 
process react with O2 to produce a large amount of 
NO. In the process of coke combustion, nitrogen in 
coke is oxidized to NO; at the same time, N2 in the 

air also reacts with O2 to produce a large amount of 
NO. φNO presents two wave peaks along the high 
square direction. The formation of the first steep 
wave peak is mainly due to the rapid volatilization 
and combustion, and the formation of NO is rela-
tively concentrated. Coke combustion is a relatively 
slow process, and the formation of the second wave 
peak is mainly due to the mixture of exhaust air, 
nitrogen in coke is oxidized to NO. The excess air 
coefficient in the main combustion region is 0.8, 
and low oxygen and rich fuel lead to incomplete 
combustion of pulverized coal to generate a large 
amount of CO, which is in the reducing atmosphere 
condition. At the same time, NO reacts with HCN, 
NH3 and coal coke, and NO is reduced, so φNO 
decreases after the two wave peaks. 
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Figure 6. NO volume fraction distribution along the height of furnace. 

The combined running mode of different coal 
mills has certain influence on NO generation. When 
the shutdown is close to the side wall coal mill 
(working condition 4), the average temperature of 
the main combustion area is obviously lower than 
that of working condition 1 (i.e. basic working con-
dition), which can effectively inhibit the generation 
of thermal NO, and at the same time φCO is higher, 
reducing gas. Strong atmosphere, can effectively 
reduce the generated NO. 

4.3 Furnace exit parameters 
The simulation results from working condi-

tions 1 to 4 show that the average temperature of 
smoke gas level at the cross-section of the break 
flame Angle inlet is 1,484 K, 1,479 K, 1,456 K and 
1,470 K, which indicates that the average tempera-
ture of smoke gas at the entrance section of the 
large-screen superheater changes little when the E 
mill is in operation or out of operation. When F mill 
is shut down, the average temperature of flue gas at 
the entrance section of large screen superheater de-
creases most significantly. When the mill D is shut 
down, the average temperature of the inlet section 
of the large-screen superheater decreases less than 
that of the working condition 1, which is helpful to 
avoid the overtemperature of the large-screen su-
perheater and avoid a large temperature decrease. 

Figure 7 shows the average residence time of 
pulverized coal particles in the furnace and the car-

bon content of fly ash at the outlet of the furnace 
under different working conditions. As can be seen 
from Figure 7, the average residence time of pul-
verized coal particles in the furnace under working 
conditions 1 to 4 is 8.922 s, 8.424 s, 8.611s and 
8.622 s respectively, and the carbon content of sim-
ulated fly ash is 1.81%, 2.51%, 2.59% and 2.24%. 
Compared with operating condition 1, the carbon 
content of fly ash from operating condition 2 to op-
erating condition 4 increases by 0.70%, 0.78% and 
0.43%, respectively, and the burnout rate decreas-
es, but the carbon content of fly ash from operating 
condition 4 increases by the least. 

Figure 8 shows the NOx emission mass con-
centration at the outlet of the furnace under differ-
ent working conditions. As can be seen from Figure 
8, the NOx emission mass concentrations under 
working conditions 1 to 4 are 759 mg/m3, 770 
mg/m3, 715 mg/m3 and 702 mg/m3, respectively. 
This shows that the combined operation mode of 
different mills has a certain impact on the NOx 
emission mass concentration of W-flame boiler, 
which is mainly caused by the difference in the 
temperature and reducing atmosphere of the main 
combustion area when the combined operation of 
different mills. Compared with working condition 1, 
the NOx emission mass concentration of working 
condition 2 is increased, and the NOx emission 
mass concentration of working condition 3 and 4 is 
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Figure 7. Average residence time of coal particles in the furnace and the carbon content in fly ash at the furnace outlet. 

 
Figure 8. NOx emission at the furnace outlet. 

significantly reduced, and the NOx emission mass 
concentration of working condition 4 is the most 
obvious when the shutdown is close to the side wall 
coal mill. The above analysis shows that the com-
bined operation of 5 coal mills and the shutdown 
close to the side wall coal mill are conducive to re-
ducing the NOx emission mass concentration at the 
furnace outlet while taking into account the com-
bustion efficiency. The actual operation test shows 
that the mass concentration of NOx emission from 
the furnace outlet is 835 mg/m3 when the coal mill 
close to the side wall is shut down, and 891 mg/m3 
when the coal mill is kept running. 

Figure 9 shows the temperature distribution 

near the side wall surface (about 0.2 m away from 
the left wall) in the main burning area of 
W-flame boiler under different working conditions. 
It can be seen from Figure 9 that the high tempera-
ture area of the lower wall surface is the largest in 
working condition 3, which may increase the ten-
dency of high temperature slagging on the side wall 
surface. Under the condition of 4 side near the wall 
surface temperature decrease, think in terms of 
temperature, which is beneficial to reduce the pos-
sibility of side wall surface temperature and slag-
ging, this is because the shutdown D grinding, low 
near the side wall surface temperature of the wind 
mixed with in time, reduces the side near the wall 
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surface temperature, at the same time can be formed 
near the side wall surface oxidizing atmosphere, 
and effectively reduce settlement slag. It can be 
seen that changing the combined operation mode of 
coal mills has a significant impact on the tempera-
ture distribution near the side wall surface in the 
main combustion area of the boiler. When 5 coal 
mills are in operation and out of operation close to 
the side wall coal mill, the possibility of high tem-

perature slagging on the side wall surface in the 
main combustion area is smaller than that of other 
combined operation modes of coal mills. In the ac-
tual operation, the burner near the side wall was 
shut down. After a period of operation, it was found 
that the slagging degree of the wing wall and side 
wall area was significantly reduced in the middle 
minor repair. 
 

 
Figure 9. Temperature distribution near the side walls under different conditions. 

5. Conclusion 

The combustion, average residence 
time, burnout rate, NOx emission characteristics and 
temperature distribution near the side wall surface 
of pulverized coal particles in the furnace have dif-
ferent effects on the combined operation mode of 
pulverized coal. While taking into account combus-
tion efficiency, flue gas temperature at the entrance 
section of large screen superheater and carbon con-
tent of fly ash, compared with 6 mills running at the 
same time, the formula of 5 mills running in com-
bination and stopping operation close to the side 

wall coal mill has the advantage of reducing NOx 
emission concentration, reaching the reduction of 
emission. At the same time, the slagging degree of 
the wing wall and side wall area of the lower fur-
nace is obviously reduced. 
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ABSTRACT 
Computer programs for the solution of everyday problems are very common because of the speed with which re-

sults can be obtained, which by traditional methods would be very laborious and especially those in which the solutions 
take repeated calculations. The work intends to demonstrate how, through programming, applying the exact solution 
method, fast and precise results can be obtained on similarities and differences between different geometries in heat 
transfer, which demonstrate the behavior, according to parameters, under equal conditions (geometric properties, diam-
eters, lengths, thicknesses, volumes) and physical properties (thermal conductivity, specific heat and density), appreci-
ating how they influence results such as cooling times, production according to the physical properties and design of the 
equipment, consumption rates, core and surface temperatures and others, according to the plastic pipe extrusion method, 
necessary in production processes that require constant monitoring. 
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1. Introduction
Wolfram Mathematica, by its very nature, is used in the scientific 

areas of engineering in its various mathematical and computational 
specialties. Commonly considered a computer algebra system, 
Mathematica is also a powerful tool for general-purpose programming. 
Hence, it can be used for multiple solutions to engineering 
problems[1-3], being a language that is constantly updated, always with 
greater application possibilities. 

Generally, the solution to heat transfer problems in pipes and 
plates in the extrusion technology are performed by the first term 
approximation method, taking into account the ease of calculation, 
especially for problems where a high accuracy is not required, being 
able to reach with it up to 96%–98%, approximately, making it very 
complex to reach higher accuracies without using the exact solution 
method. 

The exact solution method requires numerical analysis for its 
solution due to the complexity of its equations, hence the use of 
different software. In this case, the solution with Wolfram Mathematica 
8.0 always starts from the conformation of the equations that represent 

zim://A/A/%C3%81lgebra%20computacional.html
zim://A/A/%C3%81lgebra%20computacional.html
zim://A/A/%C3%81lgebra%20computacional.html
zim://A/A/Lenguaje%20de%20programaci%C3%B3n.html
zim://A/A/Lenguaje%20de%20programaci%C3%B3n.html
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each of these geometries, for the case of plates, 
Cartesian coordinates, and for pipes, cylindrical 
coordinates, which must be meticulously developed 
to obtain the desired results, since the solution for 
each of them have similarities[4-6]. 

The work aims to demonstrate, the feasibility 
of using this software, to achieve fast results and 
with the pressures that are required, for each of the 
particularities that are presented, being able to be a 
way of comparison of parameters, such as the 
energy behavior of different geometries. In this case, 
plates and pipes, in volumes, taking into account 
similar parameters and raw materials, in terms of 
production, consumption rates, cooling times, 
external and internal temperatures and others[7-9]. 

2. Materials and methods 

In heat transfer, there are many ways to solve 
problems used in engineering, in this first case, the 
solution for programming in Wolfram Mathematica 
8.0, corresponds to a plate, surrounded by a con-
vecting fluid, at the final temperature Tf, which is 
instantly introduced into the fluid under conditions 
where the resistance to heat transfer is very small, 
see in Figure 1. By the concept of plate and that the 
fluid is the same and is on both sides, there is sym-
metry and it turns out that the convective coefficient 
hc, will be the same between both half-plates, so 
that, considering this infinite plate of thickness (esp. 
= 2 L) for which at time (t = 0), there is a known 
temperature distribution and in which there are no 
edge effects, the differential equation[1,10,11], equa-
tion (1), applies. 

 

 

Figure 1. Interpretation of the convection boundary condition on an infinite plate. 

𝛼𝛼 𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥2

= 𝜕𝜕𝑇𝑇
𝜕𝜕𝜕𝜕

, with T = (x,t) 
(1) 

By changing the variable Φ = T – Tf with Tf ≠ 
0; equation (2): 

𝛼𝛼
𝜕𝜕2Φ
𝜕𝜕𝑥𝑥2

=
𝜕𝜕Φ
𝜕𝜕𝜕𝜕

 
(2) 

Whose general solution is equation (3): 

Φ = 𝜆𝜆𝑒𝑒−𝜆𝜆2𝛼𝛼∙𝜕𝜕[𝐵𝐵1𝑆𝑆𝑒𝑒𝑆𝑆(𝜆𝜆𝑥𝑥) − 𝐵𝐵2𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑥𝑥)] 
(3) 

For T = 0, –L ≤ X ≥ L; Ф = f(x) or To 2 for T > 
0 it will be satisfied; equation (4): 

𝑥𝑥 = 0: �
𝜕𝜕∅
𝜕𝜕𝑥𝑥
�
𝑥𝑥=0

= 0, 𝑥𝑥 = ±𝐿𝐿 

−𝑘𝑘 �
𝜕𝜕∅
𝜕𝜕𝑥𝑥
�
𝑥𝑥=±𝐿𝐿

= ℎ𝑐𝑐∅ 

�
𝜕𝜕∅
𝜕𝜕𝑥𝑥
�
𝑥𝑥=±𝐿𝐿

= −
ℎ𝑐𝑐
𝑘𝑘
∅ = 𝑎𝑎1∅ 

(4) 

As the fluid on both sides of the plate is the 
same, then Φ-x = Φ+x, hc/k = Cte = –a1 and the 
equality is satisfied for any value of Ф. 

Taking into account the boundary condition x 
= 0; equation (5): 

(
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

)𝑥𝑥=0 = 0 = 𝜆𝜆𝑒𝑒−𝜆𝜆2𝛼𝛼∙𝜕𝜕[𝐵𝐵1𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑥𝑥)

− 𝐵𝐵2𝑆𝑆𝑒𝑒𝑆𝑆(𝜆𝜆𝑥𝑥)]𝑥𝑥=0 ⇒ 𝐵𝐵1 = 0 
(5) 

The solution reduces to equation (6): 
 



 

21 

𝜕𝜕 = 𝐵𝐵𝑒𝑒−𝜆𝜆2𝛼𝛼∙𝜕𝜕𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑥𝑥) 
(6) 

The boundary condition at (x = ±L) allows to 
obtain the values of λ; equation (7): 

�
𝜕𝜕∅
𝜕𝜕𝑥𝑥
�
𝑥𝑥=±𝐿𝐿

= −
ℎ𝑐𝑐
𝑘𝑘
∅ ⇒ 𝐵𝐵𝜆𝜆𝑒𝑒−𝜆𝜆2𝛼𝛼∙𝜕𝜕[−𝑆𝑆𝑒𝑒𝑆𝑆(𝜆𝜆𝑥𝑥)]𝑥𝑥=𝐿𝐿

= −
ℎ𝑐𝑐
𝑘𝑘

[𝐵𝐵𝑒𝑒−𝜆𝜆2𝛼𝛼∙𝜕𝜕𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑥𝑥)]𝑥𝑥=𝐿𝐿 

𝑆𝑆𝑒𝑒𝑆𝑆(𝜆𝜆𝐿𝐿) =
ℎ𝑐𝑐
𝑘𝑘𝜆𝜆

𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝐿𝐿);𝐶𝐶𝐶𝐶𝜕𝜕𝐶𝐶(𝜆𝜆𝐿𝐿) =
𝜆𝜆𝐿𝐿
𝐵𝐵𝐵𝐵

 

(7) 
This equation is satisfied for an infinite num-

ber of values of the parameter (λL), so that for a 
given value of L, its solutions are found for various 
values of λ, intersecting at the curves: equation (8), 

𝑦𝑦 = 𝐶𝐶𝐶𝐶𝜕𝜕𝐶𝐶(𝜆𝜆𝐿𝐿);𝑦𝑦 =
𝜆𝜆𝐿𝐿
𝐵𝐵𝐵𝐵

 

(8) 
Note the dependence of the equation on Bi. 
Therefore, the temperature distribution is a 

series of the form; equation (9): 

 

(9) 
In which λn is the nth root of the equation; 

equation (10): 

 
(10) 

The initial condition Φ = f(x) = Φ0 = Cte, for (t 
= 0); equation (11): 

 
(11) 

From which Bn is obtained, taking into account 
the theory of orthogonal functions. 

The expression of the temperature distribution, 
on the infinite plate, as a function of position and 
time; equation (12): 

ϕ = 2� 𝜆𝜆𝑛𝑛𝑒𝑒−λn
2α∙t

∞

n=1

𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑛𝑛𝑥𝑥)
𝜆𝜆𝑛𝑛𝐿𝐿 + 𝑆𝑆𝑒𝑒𝑆𝑆(𝜆𝜆𝑛𝑛𝐿𝐿)𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑛𝑛𝑥𝑥) 

�𝑓𝑓(𝑥𝑥)𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑛𝑛𝑥𝑥)𝑑𝑑𝑥𝑥

L

0

 

(12) 

For the particular case, in which the 
first boundary condition would be of the form. 

Φ = f(x) = Φ0 = Cte the above equation be-
comes; equation (13): 

 
(13) 

The temperature Φc = Tc – Tf on the axis of the 
plate ( 0)x =  of thickness (2 L) is equation (14): 

 
(14) 

For the second case, programming in Wolfram 
Mathematica 8.0, for the pipe, the procedure is sim-
ilar to the previous one, but the characteristic length 
of the plate (L), which varies from the surface to the 
center, is replaced by the (r), which is the radius, 
which varies from the surface of the pipe to its inner 
radius, another difference, in this case, is that it is 
solved with the equation in cylindrical coordinates 
and the Bessel and Newman equations are used, due 
to the temperature distribution that exists in this 
type of geometry, in addition, in the plate, there is 
dependence of the Biot number and in the pipe 
there is not equation (15): 

𝜕𝜕2𝜕𝜕
𝜕𝜕𝑟𝑟2

+
1
𝑟𝑟
𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟

=
1
𝛼𝛼
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

,𝑤𝑤𝐵𝐵𝜕𝜕ℎ 𝜕𝜕 = 𝑇𝑇 − 𝑇𝑇𝑓𝑓 

(15) 
Where Φ, is the dimensionless temperature, 

which is a function of radius and time, T is the 
temperature in degrees Celsius, Tf is the final tem-
perature. Applying the method of separation of var-
iables, the resulting ordinary differential equations 
and their solutions are equation (16): 

 
General solutions: 

 
(16) 

Where R is a function, which depends only on 
the radius, J0 is the zero-order first-species Bessel 
function, Y0 is the zero-order second-species Bessel 
function (Newman function), B1 and B2 are con-
stants; equation (17): 
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𝑑𝑑𝑑𝑑
𝑑𝑑

= −𝜆𝜆2𝛼𝛼 ∙ 𝑑𝑑𝜕𝜕,𝐶𝐶𝑒𝑒𝑆𝑆𝑒𝑒𝑟𝑟𝑎𝑎𝑔𝑔 𝐶𝐶𝐶𝐶𝑔𝑔𝑠𝑠𝜕𝜕𝐵𝐵𝐶𝐶𝑆𝑆: 𝑑𝑑 = 𝐵𝐵3𝑒𝑒−𝜆𝜆
2𝛼𝛼∙𝜕𝜕 

(17) 
Where θ is a function that depends only on 

time and B is a constant. 
If it were a solid cylinder, then, as it cannot 

admit in its axis (r = 0), an infinite solution, because
0Y = −∞  results that B2 has to be (0) and we obtain 

an equation of the form; equation (18): 

 
(18) 

The general solution that provides the temper-
ature distribution; equation (19): 

 
(19) 

In which B and λ are constants that are deter-
mined by the boundary conditions. 

The initial condition is: 
t = 0; 0cor = R; Φ = f(r)o’Φ0 

The condition for an abrupt change of temper-
ature on the lateral surface of the infinite cylinder; 
equation (20): 

 

 
(20) 

Therefore, equation (21): 

 

(21) 
Which has to be fulfilled for any value of t 

with the conditions: 
1) To, t = 0; 0 ≤ r ≤ R; Φ = f(r)o’Φ0 = T0 
2) To, t ＞ 0; ∂Φ/∂rr = R = –(–hc/k)T  
Taking into account the second boundary con-

dition and that (∂/∂r)J0(λr) = –λJ1(λ1); equation (22): 

𝐵𝐵𝑒𝑒−𝜆𝜆2𝛼𝛼𝜕𝜕[−𝜆𝜆𝐽𝐽1(𝜆𝜆𝑟𝑟)]𝑟𝑟=𝑅𝑅
= −

ℎ𝑐𝑐
𝑘𝑘

[𝐵𝐵𝑒𝑒−𝜆𝜆2𝛼𝛼𝜕𝜕𝐽𝐽0(𝜆𝜆𝑟𝑟)]𝑟𝑟=𝑅𝑅 ⇒ 𝜆𝜆𝜆𝜆

=
𝐽𝐽0(𝜆𝜆𝜆𝜆)
𝐽𝐽1(𝜆𝜆𝜆𝜆)

𝐵𝐵𝐵𝐵;
𝐽𝐽0(𝜆𝜆𝜆𝜆)
𝐽𝐽1(𝜆𝜆𝜆𝜆)

=
𝜆𝜆𝜆𝜆
𝐵𝐵𝐵𝐵

= y 

(22) 
Which is satisfied for infinite values of λ with 

the intersection of the curves. 
Being the values of λn roots of the equation; 

equation (23): 

 

(23) 
For the case of a pipe, with initial conditions: t 

= 0; ri ≤ r ≤ re; Φ = f(r) or Φ0, the second constant 
does not become zero, as in the cylinder[1], this is 
also sought, with the boundary conditions according 
to Figure 2. Its obtaining is more complex, because 
the constant B2, cannot be zero, because the center 
(r = 0), does not enter the domain and in order to 
obtain a solution to the problem, a constant is writ-
ten as a function of the other, from the boundary 
conditions and thus, applying the theory of orthog-
onal functions, an expression for this constant is 
obtained. Boundary conditions for t > 0; equation 
(24): 

 
(24) 

  
Figure 2. Interpretation of the convection boundary condition in 
an infinite pipe volume element. 

From the boundary conditions, the transcend-
ent equation is obtained, whose roots are the λn of 
the solution equation; equation (25): 

𝜆𝜆𝑛𝑛[𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝑒𝑒)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵) − 𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝑒𝑒)]
− 𝑎𝑎l[𝐽𝐽0(𝜆𝜆𝑛𝑛𝑟𝑟𝑒𝑒)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)
− 𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)𝑌𝑌𝑜𝑜(𝜆𝜆𝑛𝑛𝑟𝑟𝑒𝑒)] = 0 

(25) 
Where Jl is the first-species, first-order Bessel 

function and Yl is the second-species, first-order 
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Bessel function. 
It turns out that the general solution of the 

problem is a linear combination of infinite solutions, 
for infinite self values of λ; equation (26): 
ϕ(𝑟𝑟, 𝜕𝜕)

= � 𝑒𝑒−λ
2 α∙t

∞

n=1

∫ 𝑟𝑟𝜕𝜕𝑜𝑜[𝐽𝐽0(𝜆𝜆𝑛𝑛𝑟𝑟)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵) − 𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)𝑌𝑌𝑜𝑜(𝜆𝜆𝑛𝑛𝑟𝑟)]𝑑𝑑𝑟𝑟re
ri

∫ 𝑟𝑟[𝐽𝐽0(𝜆𝜆𝑛𝑛𝑟𝑟)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵) − |𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)𝑌𝑌𝑜𝑜(𝜆𝜆𝑛𝑛𝑟𝑟)2𝑑𝑑𝑟𝑟re
ri

∙ [𝐽𝐽0(𝜆𝜆𝑛𝑛𝑟𝑟)𝑌𝑌l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵) − 𝐽𝐽l(𝜆𝜆𝑛𝑛𝑟𝑟𝐵𝐵)𝑌𝑌𝑜𝑜(𝜆𝜆𝑛𝑛𝑟𝑟) 
(26) 

The dimensional temperature is a function of 
time and radius, (ri, re). 

Tempi = Φ (ri, t) 
where: tempi is the a-dimensional temperature 

at the inner radius of the pipe. 
tempe = Φ (re, t): A-dimensional temperature 

at the outer radius of the pipe.  
Finally, the temperature is calculated for any 

time and thickness[14]. For the temperature at the 
surface or outer radius (Ts); equation (27): 

𝜕𝜕(𝑟𝑟𝑒𝑒 , 𝜕𝜕) =
𝑇𝑇𝑠𝑠 − 𝑇𝑇∞
𝑇𝑇𝑖𝑖 − 𝑇𝑇∞

 

(27) 
And for the intermediate temperature or inner 

radius (T0); equation (28): 

𝜕𝜕(𝑟𝑟𝐵𝐵, 𝜕𝜕) =
𝑇𝑇𝑜𝑜 − 𝑇𝑇∞
𝑇𝑇𝑖𝑖 − 𝑇𝑇∞

 

(28) 
Assume that convection is forced because 

water is driven by a pump. 
To give a solution to all these cases, it is 

necessary to know or make some calculations such 
as. Width: l1 = Height: l2 Length: Therefore, the 
area of the bathtub will be: Ab = l1 × l2. 

Water flow: Q, 
Calculation of water velocity: Area of water 

flow, Aa = Area of bath - Area of (pipe, cylinder, or 
plate). 

Pipe area = π. (D/2)2. If the water flow is 
known then, 𝑄𝑄 = 𝐴𝐴𝑎𝑎𝑉𝑉 and 𝑉𝑉 = 𝑄𝑄/𝐴𝐴𝑎𝑎. 

The heat transfer coefficient (h) is calculat-
ed by calculating the Reynolds number to determine 
whether the regime is laminar or turbulent and us-
ing the corresponding Nusselt correlations; equation 
(29): 

 

Reynolds:  

(29) 
Where ρ = Water density (kg/m3), V = Velocity of 
water (m/s), D = Diameter or thickness (m); µ = 
Dynamic viscosity of water (N·s/m2). With red and 
the Prandt number (Pr), the Nusselt Number (Nus) is 
calculated. Pr is calculated by equation (30): 

 
(30) 

Where: 
ν = rate of momentum diffusion and α = rate of 

heat diffusion. 
μ = Dynamic viscosity of water; Cp = Specific 

heat of water, k = Thermal conductivity of water 
W/m.K. 

This value is easily found in tables. Calcula-
tion of the Nusselt number; equation (31): 

𝑁𝑁𝑠𝑠���� = 𝐶𝐶𝜆𝜆𝑒𝑒𝐷𝐷𝑚𝑚𝑃𝑃𝑟𝑟 
(31) 

Applicable regime for: 0.4 ＜ Re ＜ 44 × 105; 
Pr ≥ 0.7; where: C and m are constants taken by 
table according to Reynolds value. Other correla-
tions; equation (32) and (33): 

𝑁𝑁𝑈𝑈𝑈𝑈 = 0.3 +
0.62 ∙ 𝜆𝜆𝑒𝑒𝐷𝐷0.5 ∙ 𝑃𝑃𝑟𝑟

1
3

�1 + �0.4
𝑃𝑃𝑟𝑟
�
2
3�

0.25

0

∙ ��1 +
𝜆𝜆𝑒𝑒𝐷𝐷

282000�
5
8
�

0.8

; 

(𝜆𝜆𝑒𝑒𝐷𝐷 ∙ 𝑃𝑃𝑟𝑟 > 0.02) 
(32) 

𝑁𝑁𝑈𝑈𝑈𝑈 = Pr0.3 ∙ (0.35 + 0.47 ∙ Re0.52) 
(33) 

Applicable regime for: Re ＞ 200 and Pr ＞ 
0.7.  

Convective coefficient; equation (34): 

ℎ = 𝑁𝑁𝑠𝑠𝐶𝐶
𝑘𝑘
𝐷𝐷

 

(34) 
The physical properties of the material used 

were: 
K = 0.22 W/m. 0K thermal conductivity. Ρ = 

1,400 kg/m3 density. 
Cp = 1,273 J/kg0k specific heat. 
In addition, the properties of the solid, which is 

cooled or heated, such as density, specific heat and 
thermal conductivity, must be known or calculated, 
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and with these elements we proceed to the 
programming. The flow rate of the machine used 
was 270 kg/h, with 143 kW of general power, 85% 
of this power was considered, equal to 122 kW. 

The program starts, with the input of the data: 
Pipe diameter or width of the plate (mm), thickness 
for both (mm), initial material temperature (℃), 
cooling water temperature (℃), desired temperature 
(℃) for the surface, inner radius or center, machine 
flow rate (kg/h), heat exchanger dimensions, 
material and water properties, 0 type of exchange 
surface. With these data, it performs the cooling 

time calculation, based on the flow according to 
machine design. Subsequently, calculate Ti and Te 
according to the desired river temperature, or center 
and with this data the time it takes for the cooling to 
reach the desired temperature, depending on the 
case, which takes into account the thermophysical 
properties of the material, using the working tool 
(Wolfram Mathematica 8.0 software), it is 
compared with the desired temperature, if it is 
higher or lower, it is added, or subtract the desired 
value, until the necessary difference is reached, 
according to the required accuracy.  

Table 1. Comparison between 90 mm diameter pipe and plate with their equivalent dimensions and properties 
Thickness (mm) 5.4 4.3 3.5 2.7 2.2 
Time to reach desired temperature in re (sec.) Piping 235 184 147 111 89 
Time to reach desired temperature in re (sec.) Plate 215 163 128 96 75 
Temperature in ri (℃) 62 55 50 47 44 
Temperature in re (℃) 30 30 30 30 30 
Production meters of pipe 8 h according to (ρ) 1,075 1,333 1,622 2,083 2,542 
Production meters of pipe 8 h according to (PF) 978 1,247 1,562 2,078 2,602 
Plate meter production 8 h according to (ρ) 1,011 1,269 1,559 2,021 2,480 
Plate meter production 8 h according to 
(PF) 

1,072 1,413 1,800 2,451 3,072 

Pipe volume 1 m3 0.00116 0.001158 0.00095 0.00074 0.00061 
Plate volume 1 m3 0.00152 0.001215 0.00099 0.00076 0.00062 
Plate-pipe volume difference Plate-pipe volume differ-
ence 1 m3 

0.00037 0.000057 0.00004 0.00002 0.00001 

Note: (ρ) Raw material density as predominance, (PF) Thermophysical properties as a function of the cooling process. 

The result of this process is a cooling time, 
which is related to the thermo-physical properties of 
the raw material introduced, with which it is carried 
out, a new calculation of the maximum flow rate for 
the machine, which is not directly related to the 
design flow rate, and from these results, the other 
results are obtained, the higher efficiency of the 
equipment, is that the result. According to the 
thermo-physical properties, is as close as possible to 
the productive design of the machine, calculating 
from this result. The report includes the production 
and optimal consumption indexes, at the end it 
makes a report of all the indicators that are 
requested, giving the possibility to know the values 
of each of the equations and variables that 
participate in the process. A sample of this is shown 
in Table 1, which is only a sample of a requested 
report. The graphs with which the intervals and 
coefficients are calculated for the plate and the pipe 
are different, since the plate is dependent on the 
Biot number and the pipe is not, due to different 

geometries, as shown in Graphs 1 and 2, for a 
thickness of 4.3 mm. Figure 3 shows the 
calculation procedure described. 

3. Results and discussions 
With the application of Wolfram Mathematica 

8.0 as a working tool for the solution of heat 
transfer problems by the exact solution method, the 
following results, among others, can be obtained. 

Develop very fast calculations in real time, of 
each of the parameters necessary to obtain the con-
sumption and production index for each product. 

The possibility of taking parameters, such as 
the same temperature difference at the extruder 
outlet and at the bath inlet, equal thicknesses, 
cooling distances, temperature at the inner and outer 
radius, as well as the thermo-physical properties of 
the material, and demonstrate how the cooling times, 
productions, consumption rates and volumes of the 
geometries under study vary. 
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Figure 3. Flow chart of the described procedure. 

 

Graph 1. infinite solutions for infinite eigenvalues λn, for pipe-
line. 

 

Graph 2. Infinite solutions for infinite eigenvalues λn, for plate. 
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Table 1 shows a report of parameters obtained 
with the application of the tool, to which others 
can be added. The level of precision in real time, 
which is wanted to be obtained as it is from (n = 1 
to ∞ t will be fixed according to the need of the 
process to be executed, (productive or investigative), 
facility that exists for using a programming of this 
type. 

Another example of the benefits of this appli-
cation can be seen when comparing, based on its 
accuracy, how the volumes and cooling time de-
crease as the thickness decreases, tending to zero, 
demonstrating this condition, that truly, the thinner 
the thickness, the closer the values between both 
geometries, however, it shows the inappropriateness 
of using, for the solution to problems of pipes with 
thin thicknesses, the treatment as if it were a plate, 
since the rest of the indicators to be measured do 
not present the same situation. 

With the tool, it was possible to define the two 
main parameters to be taken into account to achieve 
productive and energetic efficiency of this process. 
The density, with direct correspondence with the 
flow of the equipment and the density achieved 
with the thermo-physical properties of the material, 
depending on the cooling process, which provides 
one more parameter to be taken into account for any 
energy and production analysis. 

4. Conclusions 
With the use of this work tool (Wolfram 

Mathematica 8.0), it was demonstrated that in order 
to develop any analysis of the productive process 
and define an energetic improvement in the plastic 
pipe extrusion machines, it is necessary to take into 
account two essential elements. For the productive 
flow, as the main basis, the density of the raw 
material and from the energetic point of view, the 
conjugation of the thermo physical properties 
present in the same, since both act differently in the 
process. 

Another example of the benefits of this 
application can be seen when comparing, based on 
its accuracy, how the volumes and cooling time 
decrease as the thickness decreases, tending to zero, 
demonstrating this condition, which is truly true, 

the thinner the thickness, the closer the 
values between both geometries are, however, it is 
shown that it is not convenient to use, for the 
solution to problems of pipes with thin thicknesses, 
the treatment as if it were a plate, since the rest of 
the indicators to be measured do not present the 
same situation.  

It was also demonstrated that the volumes of 
the plate and the pipe are reduced and tend to zero 
as their thicknesses decrease, but referred to the 
production increases in the pipe with respect to the 
flow of the machine, and according to the 
characteristics of the raw material, the production is 
lower than that of the plate, with these 
characteristics the consumption indexes behave in 
the same way. 
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ABSTRACT 
The purpose of this work was to obtain the thermodynamic stability diagram that characterizes the cop-

per/water/amylxanthate flotation system, as part of the theoretical foundation necessary for the analysis of the copper 
ion flotation process with the flotation collector reagent potassium amylxanthate. From the system of fundamental 
chemical reactions and with the help of the Medusa software, the Eh-pH diagram was obtained, in which the stability 
zones of the different chemical species are defined and it is established that in the pH range from 4 to 13, the xantho-
genic species of copper(I) and (II) coexist, whose ratio decreases with the increase of pH. 
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1. Introduction 
O-alkyldithiocarbonate reagents, known as xanthates, are com-

pounds of heteropolar molecular structure, with a non-polar carbon 
chain and a polar sulfhydryl (-SH) group[1,2]. They are used as collectors 
in the flotation of sulfide minerals[3,4], mainly ethylxanthate[5-7], but their 
high chemical reactivity with heavy metals[2,8] stimulates their use in the 
treatment of waste solutions. 

The results achieved with the application of this technique depend 
primarily on the pH of the medium. For example, in ionic dissolved air 
flotation of copper(II), zinc and arsenic(V) ions from synthetic solu-
tions of individual ions and mixtures, sodium ethylxanthate and dieth-
ylxanthate are used as collectors[9,10]. Copper removal in the pH 
range between 2.5 and 5.5 is not affected but requires a 10 % excess of 
collector reagent. These works show satisfactory results. However, for 
pH below 4.7, partial decomposition of ethylxanthate is verified[8,11-13], 
and the effect on process efficiency is not mentioned. The use of sodi-
um diethylxanthate as a collector, in spite of exhibiting similar proper-
ties and showing good results in the collection of copper and zinc, is 
limited by the cost of obtaining it[14]. 

Lazaridis et al.[15] report the application of the same ethylxanthate 
flotation technique on copper, iron and nickel systems independently 
and in their mixtures. The results showed that nickel remains in solution 
for acidic conditions, while copper and iron species float together and 
gradually increase their recovery until reaching maximum values from 
pH 6. If the pH of the system is equal to 2, the recovery values are as-
sociated with the initial copper and iron species float together and 
gradually increase their recovery until reaching maximum values from 
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pH 6. If the pH of the system is equal to 2, the re-
covery values are associated with the initial copper 
concentration; if its magnitude is low, copper re-
covery is reduced to 50% and iron to 25%, other-
wise, about 80% is removed. It is possible that the 
result is associated with the decomposition of 
ethylxanthate; its half-life at pH 2.5 is 120 s[16], 
which coincides with the results achieved during 
ionic flotation of copper from mine wastewater[17], 
according to the conditions established by Stalidis 
et al.[9] involving high acidity. Favorable results are 
obtained only when twice the stoichiometric 
amount of ethylxanthate is used. 

The works[9,15] on the separation of copper ions 
with ethylxanthate by flotation show a contradiction 
regarding the pH value at which optimum recovery 
values are reached. Stalidis et al.[9] stated that this 
result is achieved under acidic conditions, where the 
process is efficient and independent of pH, while 
Lazaridis et al.[15] state that it is only possible to 
achieve similar results for pH above 6. This indi-
cates that it is necessary to accurately determine the 
stable zone according to the pH value of copper 
ions captured by xanthomonas in the flotation pro-
cess. 

The thermodynamic stability diagrams, as a 
function of pH, are an essential tool in the theoreti-
cal analysis of the interactions of a given system. In 
the case of the copper/sulfur/water/ethylxanthate 
system in the construction of the Eh-Ph dia-
gram[18,19], copper(I) ethylxanthate was considered 
to be the initial product of the oxidation of 
ethylxanthate with calcocite. However, it has been 
reported[20] that such a diagram does not adequately 
predict the observed flotation behavior, because the 
limiting value of flotation potential is lower than the 
expected value in the diagram. 

According to Woods et al.[20], this discrepancy 
can be explained by the fact that under these condi-
tions, the formation of chemisorption species re-
quires a lower potential than that required for the 
formation of copper(I) ethylxanthate. Such species 
were included by these authors in the construction 
of new diagrams in the copper/water/ethylxanthate 
and chalcocite/water/ethylxanthate systems. The 
predictions made in these diagrams are in corre-

spondence with the critical potential and the upper 
limit of pH value for the flotation of pyrrhotite, 
which is related to the upper limit of stability of 
copper(I) ethylxanthate, determined in both sys-
tems by the oxidation of the copper(I) complex to 
copper(II) oxide and dixanthate. 

Although these diagrams are applicable to 
copper ore flotation, the copper(II) ethylxanthate 
phase is not considered. It is suggested that there is 
no evidence that it is a stable phase. However, the 
half-life of the xanthogenated copper(II) species is 
known to be 6 h[21], if obtained from amyloxanthate. 

Although some works report that the decom-
position of the ethylxanthate species in aqueous 
media occurs in several stages[8,11,22-24], this mecha-
nism is not well known. Proof of this is that the pH 
ranges of the stability zones for the reported species 
do not coincide[25]. Evidence also shows that the 
length of the carbon chain of the collectors causes 
changes in this zone and in the kinetics of their de-
composition[26]. 

With the elements provided it is not possible to 
predict the reproducibility of the reported diagrams 
for xanthates that differ in carbon chain length. The 
reported Eh-pH diagrams do not accurately describe 
the copper/water/amylxanthate system under study 
in the present investigation. Therefore, it is neces-
sary to establish the diagram for this system, which 
should give a more accurate answer to the behavior 
of copper species during flotation treatment with 
potassium amyloxanthate of solutions carrying this 
species, with respect to the system reported by He-
pel and Pomianowski[27] for ethylxanthate. 

The definition of the stability zone, both of the 
amyloxanthate ion and of the complexes formed as 
a function of pH, as well as the reaction system de-
fined to obtain the diagram is of vital importance. 

2. Materials and methods 
2.1 Experimental procedure 
2.1.1 Definition of the system of chemical 
reactions for the construction of the Eh-pH 
diagram 

The system of equilibrium chemical reactions 
and reduction potential equations used in the con-
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struction of the thermodynamic stability diagram of 
the copper/water/amylxanthate system is shown in 

Table 1. 

Table 1. Chemical reactions and equations of the reduction potential 

NO. System reactions Cu/𝐇𝐇𝟐𝟐𝐎𝐎/𝐂𝐂𝟓𝟓𝐇𝐇𝟏𝟏𝟏𝟏OCS𝟐𝟐− Equations of reduction potential and pH 

1 HAmX(ac) ⇌ AmX−(ac) + 𝐻𝐻+(ac) pH = 1.72 + 𝑙𝑙𝑙𝑙𝑙𝑙 �
AmX−

HAmX
� 

2 (Am)𝑋𝑋2(ac) + 2𝑒𝑒− ⇌ 2AmX−(ac) 𝐸𝐸 = −0.077 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙(AmX−) 

3 1/2(AmX)2(ac) + 𝑒𝑒− + 𝐻𝐻+(ac) ⇌ HAmX(ac) 𝐸𝐸 = 0.179 − 0,059pH 

4 Cu+2(ac) + 𝐻𝐻2𝑂𝑂 ⇌ CuO(𝑠𝑠) + 2𝐻𝐻+(ac) pH = 3.83 − 𝑙𝑙𝑙𝑙𝑙𝑙(Cu2+) 

5 Cu+2(ac) + 𝑒𝑒− ⇌ Cu+(ac) 𝐸𝐸 = 0.168 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙 �
Cu+

Cu+2
� 

6 CuO(𝑠𝑠) + 2𝐻𝐻+(ac) + 2𝑒𝑒− ⇌ Cu(𝑠𝑠) + 𝐻𝐻2𝑂𝑂 𝐸𝐸 = 0.564 − 0.059pH 

7 CuAmX(𝑠𝑠) + 𝑒𝑒− ⇌ Cu(𝑠𝑠) + AmX(ac) 𝐸𝐸 = −0.538 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙(AmX−) 

8 CuAmX(𝑠𝑠) + 𝑒𝑒− + 𝐻𝐻+(ac) ⇌ Cu(𝑠𝑠) + HAmX(ac) 𝐸𝐸 = −0.189 − 0.059pH 

9 1/2Cu2𝑂𝑂(𝑠𝑠) + 𝐻𝐻+(ac) + 𝑒𝑒− ⇌ Cu(𝑠𝑠) + 1/2𝐻𝐻2𝑂𝑂 𝐸𝐸 = 0.46 − 0.059pH 

10 1/2Cu2𝑂𝑂(𝑠𝑠) + AmX−(ac) + 𝐻𝐻+(ac) ⇌ CuAmX(𝑠𝑠) + 1/2𝐻𝐻2𝑂𝑂 pH = 16.88 + 𝑙𝑙𝑙𝑙𝑙𝑙(AmX−) 

11 1/2Cu2𝑂𝑂(𝑠𝑠) + 1/2𝐻𝐻2𝑂𝑂 ⇌ CuO(𝑠𝑠) + 𝐻𝐻+(ac) + 𝑒𝑒− 𝐸𝐸 = 0.66 − 0.059pH 

12 Cu2(AmX)2(ac) + 𝑒𝑒− ⇌ CuAmX(𝑠𝑠) + AmX−(ac) 𝐸𝐸 = −0.027 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙(AmX−) 

13 (AmX)2(ac) + Cu+2(ac) + 2𝑒𝑒− ⇌ Cu(AmX)2(ac) 𝐸𝐸 = 0.543 −
0.059

2 𝑙𝑙𝑙𝑙𝑙𝑙 �
Cu(AmX)2

(Cu+2)(AmX)2
� 

14 Cu(AmX)2(ac) + 𝑒𝑒− + 𝐻𝐻+(ac) ⇌ CuAmX(ac) + HAmX(ac) 𝐸𝐸 = 0.075 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙 �
HAmX

Cu(AmX)2
� − 0.059pH 

15 CuO(𝑠𝑠) + AmX−(ac) + 𝑒𝑒− + 2𝐻𝐻+(ac) ⇌ CuAmX(𝑠𝑠) + 𝐻𝐻2𝑂𝑂 𝐸𝐸 = 1.66 − 0.059 𝑙𝑙𝑙𝑙𝑙𝑙(AmX−) − 0.059pH 

16 CuO(𝑠𝑠) + 1/2(AmX)2(ac) + 2𝑒𝑒− + 2𝐻𝐻+(ac) ⇌ CuAmX(𝑠𝑠) + 𝐻𝐻2𝑂𝑂 𝐸𝐸 = 0.795 +
0.059

2 𝑙𝑙𝑙𝑙𝑙𝑙( AmX)2 − 0.059pH 

17 CuO(𝑠𝑠) + (AmX)2(ac) + 2𝐻𝐻+(ac) + 2𝑒𝑒− ⇌ Cu(AmX)2(ac) + 𝐻𝐻2𝑂𝑂 𝐸𝐸 = 0.77 −
0.059

2 𝑙𝑙𝑙𝑙𝑙𝑙 �
Cu(AmX)2

AmX
�
2
− 0.059pH 

18 Cu(ac) + 𝐻𝐻2𝑂𝑂 ⇌ CuO(𝑠𝑠) + 2𝐻𝐻+(ac) + 𝑒𝑒− 𝐸𝐸 = 0.88 − 0.118pH 

Amx-amyloxanthate(𝐂𝐂𝟓𝟓𝐇𝐇𝟏𝟏𝟏𝟏OC𝐒𝐒𝟐𝟐)-                 (Amx)2-amyldiaxanthate(C5H11OCS2)2 
 

The construction of the diagram was carried 
out with the help of the Medusa software[28] of the 
Department of Inorganic Chemistry of the Royal 
Institute of Technology, Great Britain, which con-
tains a database from log K to 298 K; the software 
allows the modification and creation of diagrams 
from supplied data. 

The potential value 1.59·10-2 eV[3] for the 
(Amx)2/Amx-(Am-amil; X-xantato) pair was used 
in the construction of the diagram. The equilibrium 
constant value for the copper(II) amyloxanthate 

complex formation reaction is 3.7·109[21]; for the 
copper(I) amyloxanthate complex formation reac-
tion the experimental value 0.3467 was used[29]. 

3. Results and discussion 
In the analysis of xanthogenic systems, the 

decomposition of ethylxanthate in aqueous media 
must be considered; for this purpose, six stages 
have been proposed[8,25,30]. 

Stage 1: Hydrolysis of xanthate ion and 
formation of xanthic acid 
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 (1) 
Where R represents the carbon chain. 
Stage 2: Decomposition of xanthic acid to 

alcohol and carbon disulfide 

 
 (2) 

Where k1, k2 and k3 are the velocity constants. 
Both reaction equations are verified in acid 

medium. Iwasaki and Cooke[11] reported that the 
ethylxanthate ion and ethylxanthic acid are in equi-
librium in a pH range from 0.10 to 4.71, corre-
sponding to the value of the dissociation constant of 
ethylxanthic acid, which is considered a moderately 
weak acid (pKa = 1.6)[31]. 

Stage 3: Hydrolytic decomposition of xan-
thate ion 

 
 

 (3) 
This stage can occur in neutral and alkaline 

media, however, some authors consider that the re-
action occurs only when pH > 13[1,5,12,25]. According 
to Pomianowsky and Leja[23], the decomposition of 
trithiocarbonate into carbon disulfide and sulfur, 
CS2 and S2-, can occur in parallel. 

Stage 4: Oxidation to dixanthate 

 
 (4) 

Zohir et al.[32] propose that the above reaction 
equation is independent of the reduction potential, 
unlike the mechanism that takes place in the pres-
ence of dissolved oxygen in the aqueous medium: 

4.a) 
 

 
 (5) 

The magnitude of the reaction corresponding 
to stage 4.a is very small and reaches equilibrium in 
neutral medium after oxidation of 5%–10%; its ex-
tent depends on the pH of the medium. Its devel-
opment is more significant with increasing hydro-
carbon chain length[8]. Correspondingly, the value 

of the oxidation potential also increases; it is 0.04 
eV and -0.159 eV for methyldixanthate and 
n-amyldixanthate respectively[33]. The above infor-
mation indicates that the behavior of xanthates in 
aqueous media, according to the number of carbon 
atoms in the chain, may differ as a function of the 
pH conditions of the medium. Similarly, the values 
of the molar absorptivity coefficient are modi-
fied[34]. 

The oxidation reactions to dixanthate 
have been considered irreversible and dixanthate 
unreactive, but studies by Pomianowsky and Leja[23] 
showed that this species reacts under alkaline con-
ditions and gives rise to the ethylxanthate ion and 
carbon disulfide[12] according to the following reac-
tion equation. 

 
 

 (6) 
The development of the last two stages needs 

specific conditions to be verified[24]. 
Stage 5: Oxidation to monothiocarbonate 

 
 (7) 

According to Harris and Filkenstein[24], the 
formation of monothiocarbonate requires the par-
ticipation of sulfide where the reactants are previ-
ously adsorbed; the sulfide acts as a catalyst. 

Stage 6: Oxidation to perxanthate 

 
 (8) 

In the case of perxanthate, its presence 
has been recorded under specific conditions of alka-
linity and high degree of oxidation[12,14]. 

Although the steps have been generalized, 
there is a contradiction between the pH range of 
ethylxanthate decomposition in acidic media[11] and 
its application results in flotation at similar pH val-
ues[9,17]. Moreover, the effect caused by increasing 
the number of carbon atoms on the pH range in 
which such transformations manifest themselves 
has not been tested. Although it is well known that 
the stability of xanthate has been improved, and the 
decomposition kinetics has slowed down with the 
increase of carbon chain, these aspects have a sig-
nificant impact during the interaction between xan-
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thate species and metal ions present in a solution. 

 
Figure 1. Thermodynamic stability diagram of the copper/water/amylxanthate system. 

3.1 Potential-pH diagram of the cop-
per/water/amyloxanthate system 

Figure 1 shows the thermodynamic stability 
diagram for the copper/water/amylxanthate system. 

It is observed that the stability zones of the 
xanthogenic copper species coexist practically up to 
pH equal to 13 units. As can be seen, the conditions 
of the potential of the medium play a decisive role 
in the predominance of one of the species during 
the flotation process. In a comparative analysis of 
this diagram and the one reported by Hepel and 
Pomianowski[27] for potassium ethylxanthate under 
the same conditions, the variation in the stability 
zones of the compounds with amyloxanthate, with 
respect to the one formed with ethylxanthate, was 
verified, mainly due to the reduction of the potential 
value at which they are stable. 

As for the pH value, no significant changes are 
shown in the stability zones of the different species. 
Compared with short chain xanthates, The differ-
ence in stability of amyloxanthate is based on the 

speed of decomposition, and its kinetics is slow[26]. 
This characteristic favors the use of amyloxanthate 
with respect to ethylxanthate in processes where 
greater stability of its complexes is required for 
their separation by flotation. 

4. Conclusions 
The thermodynamic stability diagram for the 

copper/water/amylxanthate system is established. 
The analysis showed that the xanthogenic species of 
copper(I) and (II) coexist in the pH range of 4 to 13, 
and their ratio decreases with the increase of pH. 
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ABSTRACT 
Lead-acid batteries account for 60% of the world’s electrical energy storage batteries. About 50% of global lead 

consumption comes from recycled and reused materials. Currently, pyrometallurgical methods account for more than 90% 
of lead recovery technology; however, these processes are criticized due to sulfur dioxide emissions from the decompo-
sition of lead sulfate at elevated temperatures, in addition to particulate emissions. Lead recovery by recycling batteries by 
hydrometallurgical processes has been investigated as an alternative to pyrometallurgical processes. In the present work, 
a thermodynamic analysis of lead leaching with sodium citrate was performed. The thermodynamic analysis was based 
on the study of three stability diagrams constructed with Medusa® software. Leaching tests were carried out to get to 
know the system, corroborate the thermodynamic analysis performed, and study the behavior of the system. The results 
obtained show that it is possible to extract 100% lead with a leaching agent concentration of 0.25 M, a 1:1 solid-liquid 
ratio, and 25 ℃. 
Keywords: Sodium Citrate; Lead Hydrometallurgy; Recycling of Materials; Thermodynamics 
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1. Introduction 
Lead-acid batteries account for about 60% of batteries sold world-

wide. About 50% of lead consumption worldwide is derived from recy-
cled and reused materials. One of the advantages of lead recovery from 
industrial waste is lower energy consumption, as it uses only 35% to 40% 
of the energy that would be used to produce lead from mineral ores[1]. 

The most widely used method in the lead recycling industry uses 
pyrometallurgical processes, which represent more than 90% of the lead 
recovery technology. Although these methods are fast, they are also po-
tentially polluting, mainly due to the emission of sulfur dioxide when 
decomposing lead sulfate and the emission of particulate matter[2]. It di-
rectly influences the deterioration of the ozone layer and is critical in the 
generation of acid rain, causing problems for the environment and human 
health[1]. Due to the above, the idea of developing a technical alternative 
to mitigate these environmental impacts arises. 

In recent decades, in order to reduce secondary contamination from 
vapors and dust caused by the pyrometallurgical lead recovery process, 
lead recovery methods such as hydrometallurgical processes have been 
proposed[3]. However, these latter processes should be further investi-
gated because they present primary problems such as inefficient desul-
furization in an aqueous solution and low solubility of lead compounds 
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in organic solvents[2]. 
The design of a hydrometallurgical process for 

lead must take into account the appropriate condi-
tions for desulfurization, leaching and precipitation 
of lead and/or possible lead compounds, which is es-
sential for the efficiency of the process. Research on 
the subject has found several advantages compared 
to traditional processes, such as no emission of sulfur 
dioxide gas and lead particulate matter, as well as 
lower energy consumption and recovery of ultrafine 
lead[4]. 

In this paper, a thermodynamic analysis of the 
leaching agent sodium citrate (Na3C6H5O7-2H2O)[5,6] 
was developed for the extraction of lead obtained 
from recycled car batteries. The work was carried out 
through the use of mechanical techniques for the pro-
cessing of materials, in conjunction with chemical 
processes implemented in hydrometallurgy. These 
results, it is expected to contribute to knowledge for 
the use of the metal recycling industry in our country. 

2. Materials and methods 
Automotive batteries were collected, based on a 

commercial analysis, and were selected from 
the brands that are most commonly in the market. 
The sulfuric acid contained in the battery was neu-
tralized with sodium carbonate. Subsequently, the in-
ternal cells of the battery were extracted to dry them 
at room temperature. A total of 50 g were taken from 
each of the electrodes, 100 g in total as an initial sam-
ple. The sample was mechanically treated through a 
Braun Direct Driven Pulverizer UD32, with a speed 
of 400 rpm. It allowed a homogeneous size reduction. 
However, to achieve the desired particle size, the ma-
terial was macerated and then quartered, obtaining a 
particle size passing mesh N°200 (75 microns) with 
a sieve of the ASTM-E-11 series. A Varian Spectra 
AA 220FS atomic absorption spectrometer was used 
to determine the lead content in the different stages 
of the investigation. For the acid digestion of the in-
itial sample, prepare a 100 mL solution (aqua regia) 
to maintain a 1:3 ratio of nitric acid to hydrochloric 
acid (25 mL HNO3 and 75 mL HCL). In the solution, 
0.121 g of the initial sample already prepared and 
sieved was dissolved. The solution was stirred at a 
speed of 300 rpm at a temperature of 350 ℃ until the 

solution volume reduces 50 mL. The next step was 
the cooling of the solution only with agitation and 
then filtering under vacuum and gauging in a 100 mL 
flask with the addition of deionized water. The mor-
phological and chemical characterization of the 
working material was carried out with Phenom Pro 
X equipment of the Phenom-World brand, which in-
tegrates an energy dispersive spectroscopy (EDS) 
that allows identifying the elements and the chemical 
composition of the sample. To determine the pre-
dominant phases in the sample and the chemical 
composition of the solid lead-acid battery material, it 
use the D8 Advance X-ray diffraction equipment. 
The thermodynamic analysis was carried out using 
Medusa® software. According to the characteriza-
tion performed on the material, the following condi-
tions were set in the program[5], 0.04 M of lead (Pb2+), 
0.01 M of sulfate ion, 1 M concentration for the 
leaching agent, and room temperature (25 ℃). The 
choice of sodium citrate as a leaching agent is based 
on its low cost and low environmental impact. 

The leaching agent complexes lead sulfate 
(PbSO4) and lead oxide (PbO), in which lead is found 
as Pb2+. The other existing species such as lead diox-
ide (PbO2) and metallic lead Pb0 do not complex with 
the leaching agent, so it is necessary to first add a 
reducing agent which was hydrazine (N2H4)[7], which 
reduces the Pb4+ of PbO2 to Pb2+ and finally an oxi-
dizing agent, hydrogen peroxide (H2O2), which oxi-
dizes Pb0 to an oxidation state of Pb2+, in order to 
form complexes with sodium citrate. 

Finally, leaching tests were carried out to learn 
about the system, corroborate the thermodynamic 
analysis performed. The working conditions estab-
lished were as follows: solid-liquid ratio 1:1, 10:1 
and 30:1; concentration of the leaching agent: 0.25 
M, 0.5 M and 1 M; pH = 7; solution volume 0.1 L; 
temperature 25 °C; agitation 300 rpm; leaching time 
3 hours, reducing agent-oxidizing agent N2H4-H2O2. 

3. Analysis of results 
Based on the acid digestion performed and the 

result of the atomic absorption spectrophotometry, it 
was found that the lead content in the analyzed bat-
tery is 85.6%, therefore, the metal concentration in 1 
g of working sample is 0.04 M Pb (see calculations 
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in Annex 1). 
Scanning electron microscopy (SEM) analysis 

showed that the particle size of the working material 
is less than 75 μm, as observed in Figure 1, and that 
this material is composed of sulfates and lead ox-
ides, based on the elements found by EDS in the 
sample and observed in Figure 2. 

In the X-ray diffractogram (Figure 3) it was ob-
served that the predominant phase is lead sulfate 
(PbSO4) with a concentration of approximately 
50.9%, followed by lead dioxide (PbO2) with a 

concentration of approximately 36.4%. Metallic lead 
(Pb) is found at a concentration of 6.1%, and finally 
lead oxide (PbO) was determined at a concentration 
of 2.4%. 

To perform the thermodynamic analysis, three 
diagrams were constructed: pourbaix diagrams for 
the Pb citrate-S-H2O system, species fraction of the 
Pb-SO4-sodium citrate system, and solubility of lead 
and sulfate ion in the presence of sodium citrate, 
which is shown below. 

 
Figure 1. SEM image of the working sample.

 

Figure 2. EDS micrographic analysis of the working sample. 
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Figure 3. X-ray diffractogram of the sample. 

Figure 4 shows the Pourbaix diagram of the Pb-
Citrate-S-H2O system at 25 ℃, in which it is ob-
served that within the range of water stability and 
pH between 5 and 8.5 lead forms two kinds of solu-
ble complexes with citrate Pb(cit)− and pb(cit)24− . 
At pH values lower than 5, precipitation is 

determined first of a Pb-citrate complex, and then of 
sulfate PbSO4. At pH higher than 8.5, precipitation 
of hydroxide Pb(OH)2 is established. For the whole 
pH working range, PBS sulfide can be obtained 
from both soluble and insoluble species with the var-
iation of the electric potential. 

 
Figure 4. Pourbaix diagram for the Pb-citrate-S-H2O system in the presence of sodium citrate. Medusa® Software. 
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Figure 5 shows the species fraction diagram; 
and concerning the two complexes also found in the 
Pourbaix diagram, a relative presence for 4

2Pb(cit) −  
of 60% at pH 7.5 is determined, while for the Pb(cit)− 
species its presence is only 30% at pH 5.5. The other 
species that appear in the solution could be ob-
tained by adding hydrazine as a reducing agent and 
oxidizing with hydrogen peroxide. However, their 
presence in the system would be less than 30%. The 
solubility diagram in Figure 6 shows that Pb is 

soluble in citrate from acid pH up to pH 8, where its 
presence decreases. While the sulfate ion is soluble 
at basic pH up to pH 5, pH from which its solubility 
decreases. 

Based on the above diagrams for a leaching pH 
range between 5 and 8, it is theoretically possible to 
leach lead with sodium citrate in the presence of sul-
fur and obtain Pb(cit)− and pb(cit)24− at a tempera-
ture of 25 ℃.

  
Figure 5. Species fraction plot of the Pb2+ system in the presence of sodium citrate. Medusa® software. 

  
Figure 6. Pb2+ solubility diagram in sodium citrate. Medusa® software. 
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The following three graphs show the results of 
the sodium citrate leaching kinetic tests. Figure 7 
shows that for a low suspension with a 1:1 solid-liq-
uid ratio and a low concentration of leaching agent 
(0.25 M), 100% metal extractions are obtained in 138 
minutes of leaching. When the concentration of 
leaching agent increases, the extraction decreases to 
80%, which is still an industrially attractive value. 
The above results indicate that the ionic activity is 
higher at low concentrations compared to the charac-
teristics of a solution with high concentrations. If the 
consumption of sodium citrate dominates the hydro-
lytic reaction, the complex reaction can be weakened 
or slowed down. It would lead to an inhibitory effect 
on the behavior of the leaching agent[6,8]. 

 
Figure 7. Lead extraction kinetics for a constant mass of 0.1 g 
in 0.1 L and citrate concentration 0.25, 0.5 and 1 M. 

Figure 8 shows a decrease in metal extraction 
and a lower influence of the leaching agent concen-
tration in the hydrometallurgical process; the highest 
extraction (90%) was obtained for a 10:1 solid-liquid 
ratio at 0.25 and 0.5 M citrate; while for a 1 M citrate 
concentration, 85% was obtained. It is determined 
that for these solid concentrations the concentration 
of the leaching agent is not very relevant. Finally, 
Figure 9 shows the lowest metal extraction and no 
influence of the leaching agent concentration. All 
leachates with the highest 3:1 solid-liquid ratio 
were between 20 and 25% metal extraction, with less 
favorable conditions industrially. Low metal extrac-
tions at high suspended solids concentrations may 

again be due to an inhibitory effect on the behavior 
of the leaching agent; the controlling mechanism of 
the reaction may also play a role, it is possible that at 
low concentrations of leaching agent the process is 
controlled by mass transfer, however, at high concen-
trations, the mechanism is different[9]. 

 
Figure 8. Lead extraction kinetics for a constant mass of 1 g in 
0.1 L and citrate concentration 0.25, 0.5 and 1 M. 

 
Figure 9. Lead extraction kinetics for a constant mass of 3 g in 
0.1 L and citrate concentration 0.25, 0.5 and 1 M. 

4. Conclusions 
The stability diagrams analyzed show that it is 

thermodynamically possible to leach lead with so-
dium citrate to obtain Pb(cit)− and Pb(cit)2

4−, at 
pH between 5 and 8 and temperature of 25 ℃. Ki-
netic studies indicate recoveries of 100 and 90% for 
citrate concentrations of 0.25 and 0.5 M respectively, 
at 25 ℃ and a 1:1 solid-liquid ratio. A 
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hydrometallurgical process is technically possible as 
a real alternative for lead recycling from spent lead-
acid batteries, because with this process, there are no 
sulfur dioxide or particulate emissions to the envi-
ronment. 
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Appendix 1. Determination of lead 
concentration in the working sam-
ple. 

Acid digestion of the initial sample: The result 
of the digestion performed to determine the lead con-
tent in the sample was 85.6 ppm for 0.1 g of head 
sample in 0.1 L of solution: 

85.6 ppm ×
10 ml solution

1 ml sample
= 856 ppm total digestion 0.1 L 

856 mg/L × 0.1 L = 85.6 mg Pb 
Quality = 0.1 g = 100 mg 

%Pb =
mg digestion

mg sample
× 100%

=
85.6 mg Pb

100 mg sample
× 100%

= 85.6% Pb 

The result of the atomic absorption spectropho-
tometry shows that the lead (Pb) content of the ana-
lyzed battery is 85.6%. 

According to this result, the molar concentra-
tion of lead was determined: 

1 M Pb = 207.2 g/L Pb 

856 mg Pb ×
1 g Pb

1000 mg Pb
= 0.856 g Pb 

0.856 g Pb ×
1 mol Pb

207.2 𝑔𝑔 Pb
= 4.13 × 10−3 mol Pb 

Molar amount in 1 g sample

=
4.13 × 10−3 mol Pb

0.1 L
= 0.04 𝑀𝑀 Pb 
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ABSTRACT 
Thermal energy transfer processes are important problems to be solved in the field of engineering. In this field, 

heat exchangers are one of the most used equipment in the industry. The present investigation was carried out in an 
operating hydrogen sulfide cooler system, with the objective of determining the overall heat transfer coefficients by two 
methods, applying the passive experimentation procedure. With the Logarithmic Mean Temperature Difference (LMTD) 
method, values ranging from 11.1 to 73.3 W/(m2·K) were obtained, compared to 11.0 to 58.9 W/(m2·K) when applying 
the Effectiveness-Number of Transfer Units (ε-NTU) method. Although the results obtained were similar, for the 
thermal evaluation of the chiller system studied, it was recommended to employ the LMTD approach, used by most 
researchers. 
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1. Introduction 
Heat exchangers are present in most complex thermal systems and 

are the most widely used device for non-combustion heat transfer in 
industrial processes. They are used in chemical processing plants, steam 
generation, heating and air conditioning, food preparation, refrigeration, 
among other applications. Monitoring of their optimum operating pa-
rameters ensures process economy[1-3]. 

There are several criteria for evaluating the performance of heat 
exchangers. Of these, the behavior of the overall heat transfer 
coefficient over time is considered a reliable parameter to determine 
how quickly the conditions favoring heat exchange deteriorate[4,5]. 
Moreover, its prior calculation is necessary to determine the fouling 
factor and impact of depositions on the efficiency loss of the 
installation[6,7]. 

For the determination of global heat transfer coefficients from ex-
perimental data, the Logarithmic Mean Temperature Difference (LMTD) 
method is commonly used[2,7,8]. The calculation is straightforward, alt-
hough for multipass heat exchangers (countercurrent-parallel) the 
LMTD correction factor must be considered, which leads to an exten-
sive expression involving several parameters. Of the references con-
sulted, only Gudmundsson[5,9] has used the Effectiveness-Number of 
Transfer Units (ε-NTU) method to experimentally determine the overall 
heat transfer coefficients, whose calculation is supported by published 
NTU ratios for different heat exchanger configurations[5,9]. 
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Although it is known that the LMTD and 
ε-NTU methods share common parameters and 
concepts that arrive at a similar solution with 
respect to the thermal capacity of the equipment, 
few researchers have performed a detailed 
comparison of both procedures. The classical 
literature is limited to state that the LMTD approach 
is useful when the inlet and outlet temperatures of 
the fluids are known or can be easily 
determined, because otherwise the calculation 
involves an iterative trial-and-error process. In these 
cases, the analysis is more easily performed using 
the ε-NTU method, based on the performance or 
effectiveness of the heat exchanger during the 
transfer of a given amount of thermal energy[10-12]. 

Jeter[13] presented the theoretical foundations 
of three conventional methods for analyzing 
cross-flow heat exchangers for pedagogical 
purposes. According to the author, the Mean 
Temperature Difference (MTD) approach is 
practically obsolete. The LMTD method is 
preferred for sizing heat exchangers, while the 
ε-NTU is selected for performance analysis and 
simulation works[13]. Another study was 
conducted by Ramana and Sudheerpremkumar[14] 
with the purpose of calculating the effectiveness in 
a double tube heat exchanger and comparing the 
results of the LMTD and ε-NTU methods with the 
graphically determined values. Although they 
conclude that the results obtained are equivalent, 
the LMTD method provided better approximation 
for the countercurrent arrangement of the fluids, the 
opposite occurring for the parallel arrangement of 
the streams. The evaluation was performed for a 
single data set, without modifying any of the 
independent variables[14]. Although the 
methodology for the analysis of two-fluid heat 
exchangers has been established, the literature 
consulted does not refer to the study of jacketed 
shell and tube heat exchangers, where three fluids 
interact. When the specialists of the production 
plants need to perform a thermal evaluation of this 
type of heat exchangers, they do not know which 
method to use to obtain accurate results. 

Considering the above, the objective of this 
research is to determine the overall heat transfer 

coefficients in a system of hydrogen sulfide coolers 
in operation, establishing a comparison between the 
LMTD and ε-NTU methods. The heat exchangers 
under study have industrial use in high purity 
hydrogen sulfide production plants and in sulfur 
recovery units from the conversion of the above 
mentioned chemical reagent (Claus process). 

2. Materials and methods 
2.1 Methodology 

The evaluation of the hydrogen sulfide cooling 
process in jacketed shell and tube exchangers was 
performed by analyzing the overall heat transfer 
coefficients, determined from experimental data. 
The LMTD and ε-NTU methods were used for the 
calculation. 

In heat exchangers with three fluids and two 
main heat exchange paths, two global heat transfer 
coefficients are determined[15,16]. One characterizes 
the internal heat exchange, between the fluid flow-
ing through the tubes and the fluid flowing through 
the shell; while the other corresponds to the external 
exchange, between the fluid flowing through the 
shell and the fluid flowing through the jacket. 

For simplification of the calculations, the 
following assumptions were made[10,17]: 

• Heat exchangers operate under steady 
state conditions. 

• The overall heat transfer coefficients, as 
well as the specific heat of each fluid, 
remain constant throughout the heat 
exchanger. 

• Heat transfer to the environment is 
neglected. 

• Potential and kinetic energy changes are 
negligible. 

• Heat transfer by longitudinal conduction 
in the fluids, and in the wall of the tubes 
and shell, is negligible. 

• There are no phase changes. 
• During the same operating shift, the 

hydrogen sulfide flow is constant. 
• Measurements of the flow rate of water 

circulating on the tube side and jacket side 
were made on common branches, so half 
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the flow rate is assumed for each ex-
changer, assuming that the pressure drops 
in the equipment are similar. 

2.2 Description of the installation and 
experimental technique 

The system under study consists of four 
jacketed shell and tube heat exchangers. Each pair 
(two units in series) was designed to transfer 138 
kW of heat over an area of 49.2 m2. In each unit, the 

hydrogen sulfide travels on the shell side, in a 
single pass, while the water circulates on the tube 
side, with four passes, and also through the shell 
jacket. See Figure 1. The heat exchangers operate 
for eight hours in gas cooling mode, and then are 
taken out of operation to supply steam (tube side 
and jacket) for four to six hours to remove the 
sulfur embedded in the gas.

 

 
Figure 1. Schematic of a pair of hydrogen sulfide coolers and measurement points. 

Due to the uninterrupted production regime in 
which the object of study is found, a passive 
experiment was applied (non-experimental research 
design, of the longitudinal, trend type). This 
procedure consists in the observation and recording 
of the input and output variables of the process in 
the normal working regime of the investigated 
object, as well as in the observation of the natural 
arbitrary variations of all technological variables 
without the active intervention of the researcher in 
the course of the technological process and without 
the introduction of preconceived disturbances. 
Under these premises, the measurements of the 
fundamental parameters involved in the heat 
exchange process were performed without 
manipulation of the variables, analyzing the heat 
transfer mechanisms as they manifest themselves in 
their context[18]. 

The parameters recorded (measurement points 

as shown in Figure 1) are listed below: 
 Water flow fed from pipe side. 
 Water flow fed from jacket side. 
 Water temperature at the inlet of the 

chiller bank. 
 Water temperature through the pipes at 

the outlet of cooler #1. 
 Water temperature through the jacket at 

the outlet of cooler #1. 
 Water temperature through the pipes at 

the outlet of cooler #2. 
 Water temperature through the jacket at 

the outlet of cooler #2. 
 Flow of hydrogen sulfide fed to the cool-

ers. 
 Hydrogen sulfide temperature at cooler 

#1 inlet. 
 Hydrogen sulfide temperature at cooler 

#2 outlet. 
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The corresponding instruments and their tech-
nical characteristics are as follows: 

• Temperatures: Ashcroft industrial bime-
tallic thermowells and thermometers, ac-
curate to 0.1 K. 

• Water flow: Proline Prosonic Flow 93T 
ultrasonic flow meter, accurate to 6.3·10-6 
m3/s. 

• Hydrogen sulfide flow: Process signal is 
sent to a Siemens S7-400 PLC and 
through Citect SCADA 7.10 the variable 
is stored and displayed on the control 
panel computer, accurate to 10-4 kg/s. 

In the experiment, three observations were 
carried out on alternate days, during eight hours 
after the same pair of heat exchangers were put into 
operation in cooling mode. During each cycle, 20 
measurements of the technological variables were 
taken in each heat exchanger, obtaining a data set 
with 120 records. In order to reduce random and 
accidental observation errors (parallax, physical 
phenomenon and reflection), three replicates were 
carried out. 

The gas temperature at the outlet of cooler #1 
was determined by energy balance, as shown in 
equation (1)[15]. Similarly, the gas temperature at the 
outlet of cooler #2 was checked using the same 
equation. 

 
(1) 

Where: T [K] is the temperature; m [kg/s] is 
the mass flow rate; and Cp [J/(kg·K)] is the specific 
heat at constant pressure. The subscripts a , b and c 
identify the fluids on the tube, shell and jacket side 
respectively; while 1 and 2 refer to the inlet and 
outlet conditions of each stream. 

2.3 Determination of the overall coefficients 
using the LMTD method 

The determination of the overall heat transfer 
coefficients, using the LMTD method, is 
performed by equation (2). The heat transfer area is 
known by catalog, while the amount of heat 
transferred during the process, the logarithmic mean 

temperature difference and its correction factor are 
calculated from the experimental data: mass flows 
of each stream, as well as the inlet and outlet 
temperatures of the fluids[3,7,14]. 

 
(2) 

Where: U [W/(m2·K)] is the overall heat 
transfer coefficient; Q [W] represents the heat 
transferred; A [m2] is the transfer area; ΔTml [K] is 
the logarithmic mean temperature difference; and F 
is its correction factor. 

For the internal heat exchange (shell-tubes), 
the logarithmic mean temperature difference (ΔTmli) 
is determined by equation (3), based on a multipass 
equipment. The heat transferred (Qi) is absorbed by 
the water circulating on the side of the tubes, and 
equation (4) is used in its calculation, since no 
phase changes occur[10]. 

 
(3) 

 

(4) 
On the other hand, for external heat exchange 

(shell-jacket), the logarithmic mean temperature 
difference (ΔTmle) is calculated by equation (5), 
established for a heat exchanger with countercurrent 
flows. In this case, the heat transferred (Qe) is 
absorbed by the water on the jacket side, and is 
determined according to equation (6)[10]. 

 
(5) 

 

(6) 
The logarithmic mean temperature difference 

correction factor is equal to unity (F = 1) for 
countercurrent or parallel flows. However, in 
multipass shell-and-tube heat exchangers, it is 
determined by equations (7) and (8), for any 
number of shell passages and even number of tube 
passages, when R ≠ 1[11,19]. 
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(7) 

 
(8) 

Where: the parameter S is used to simplify the 
equation for calculating the correction factor; R is 
the ratio between the temperature differences, 
calculated by equation (9); P is the effectiveness of 
the temperatures, according to equation (10); and N 
is the number of passes through the shell. 

 
(9) 

 
(10) 

2.4 Determination of the overall coefficients 
using the ε-NTU method 

The determination of the overall heat transfer 
coefficients, employing the ε-NTU method, is 
performed by equation (11). The heat transfer area 
is known, while the minimum thermal capacitance 
and the ratio of thermal capacitances are calculated 
from experimental data. The number of transfer 
units is determined as a function of the exchanger 
type, thermal effectiveness and the ratio of thermal 
capacitances[9]. 

 
(11) 

Where: Cmin [J/(s·K)] is the minimum thermal 
capacitance; and NUT is the number of transfer 
units. The thermal capacitance of each current is 
determined through equation (12). 

 
(12) 

In the case of internal heat transfer (shell-tube), 
the number of transfer units (NUTi) is calculat-
ed based on a multipass heat exchanger, according 
to equation (13)[10]. 

 
 

 
(13) 

However, for external heat transfer 
(shell-shell), when determining the number of 
transfer units (NUTe), a countercurrent heat ex-
changer is considered and equation (14) is used[10]. 

 
(14) 

Where: e [%] is the thermal efficiency; and Cr 
is the ratio of the thermal capacitances. The 
subscript i refers to the internal heat exchange; 
while e represents the external one. 

Thermal efficiency is defined as the 
ratio between the actual heat transfer magnitude and 
the maximum possible heat transfer[10-12]. Therefore, 
for internal heat exchange, it is determined by 
equation (15), and for external heat exchange by 
equation (16). 

 
(15) 

 
(16) 

The ratio of the thermal capacitances is calcu-
lated by equation (17)[10,11]. 

 
(17) 

Where: Cmax [J/(s·K)] is the maximum thermal 
capacitance. 

When the ε-NTU method is used to determine 
the overall heat transfer coefficients based on 
experimental data, the inlet and outlet temperatures 
of both fluids must be known or able to be 
estimated, unlike when the method is used to 
calculate the heat transferred and the outlet 
temperatures in the exchanger (Rating problem). 

3. Results and discussion 
3.1 Application of the LMTD method 

Figure 2 shows the behavior of the overall 
heat transfer coefficients determined by the LMTD 
method. The calculations were performed for three 
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hydrogen sulfide flux values.  

 

a) Shell-tube exchange 

 

b) Heart-jacket exchange 

Figure 2. Behavior of the overall heat transfer coefficient (LMTD method). 

During the eight-hour cooling cycle, a 
decreasing trend in the overall heat transfer 
coefficient was observed, mainly due to an increase 
in sulfur incrustations inside the heat exchangers. 
Over time, the accumulation of sulfur particles that 
separate from the gas grows on the walls of the 
tubes and the shell, forming “insulation” layers on 
the heat transfer surfaces that act to the detriment of 
heat exchange and cause a decrease in the overall 
coefficient between 7.5 and 20.8 W/(m2·K). Other 
causes of changes in the overall coefficient are 
variations in flow and in the thermo-physical 
properties of the fluids, but their incidence is minor 
compared to the influence of fouling. It was 
determined that the changes in pressure and 
temperature of the fluids, by affecting their 
thermo-physical properties, cause maximum 
variations in the global heat transfer coefficient 
equivalent to 1.1 W/(m2·K) for the tube-shell heat 
exchange and 3.6 W/(m2·K) for the heart-jacket 
exchange. 

The overall heat transfer coefficient values 
improve with increasing hydrogen sulfide mass 

flow rate, since increasing the gas velocity on the 
shell side increases the individual convective 
transfer coefficient and decreases the thermal 
resistance of the scale. Although the highest heat 
transfer takes place in cooler #1, the behavior of the 
overall coefficient is similar in cooler #2. 

3.2 Application of the ε-NTU method 
Figure 3 shows the behavior of the overall 

heat transfer coefficients determined by the ε-NTU 
method. By applying this procedure (for the same 
experimental data), values comparable to those 
obtained using the LMTD method were obtained. 
The decrease in the overall heat transfer coefficients 
at the end of the duty cycles ranged from 6.9 to 16.7 
W/(m2·K). 

To increase the overall heat transfer 
coefficients and, consequently, improve the heat 
exchange process in hydrogen sulfide coolers, it is 
recommended to: shorten the planned time for the 
cooling cycle; disassemble the tube bundle of each 
heat exchanger, perform cleaning and reassemble; 
or replace the tube bundles in operation with new 
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units. These actions will help minimize the impact 
of fouling on the thermal efficiency loss of the 
facility. It is also suggested to increase the flow of 
water fed to each cooler above 1.167 kg/s, on the 

tube side, to reach the turbulent regime (Re > 
4,000). 

 

 

 

a) Shell-tube exchange 

 

b) Heart-jacket exchange 

Figure 3. Behavior of the overall heat transfer coefficient (ε-NUT method). 

Table 1. Comparison of values obtained by LMTD and ε-NTU methods 

Exchange route Gas flow [kg/s] U(DTML)–U(ε-NUT) [W/m2∙K] 
Minimum Average Maximum 

Internal exchange (shell-tubes) 
1.0575 0.1 0.9 2.7 
1.0903 0.4 2.8 7.8 
1.1241 0.2 3.4 8.8 

External interchange (heart-jacket) 
1.0575 2.2 5.4 11.0 
1.0903 3.4 8.0 13.6 
1.1241 7.1 12.2 15.9 

 
Both methods reveal decreasing trend of the 

overall heat transfer coefficient with the time course, 
as well as higher values of this parameter with 
increasing hydrogen sulfide mass flow rate. 
However, the values of the overall coefficients 
calculated using the LMTD method are higher than 
those determined using the ε-NTU method. Table 1 
shows the variations calculated during the 
quantitative comparison of the two procedures. 

Most of the authors who have evaluated the 
influence of fouling on the efficiency loss of heat 
exchangers, based on the determination of global 

coefficients, used the LMTD method[1,2,6,8,12]. Using 
the global heat transfer coefficients calculated by 
the ε-NTU method, lower than those determined by 
the LMTD, leads to the estimation of conservative 
values of thermal resistance of the fouling, which 
leads to the oversizing of the installation. In the 
case of the external heat exchange pathway, the 
determination of the global coefficients dispenses 
with the LMTD correction factor, since it is 
considered as an exchanger with countercurrent 
flows (F = 1). This makes the calculation based on 
the LMTD method, according to equations (2) and 
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(5), more direct and precise when compared to 
equations (11) and (14), based on the ε-NTU 
method. The propagation of measurement errors is 
accentuated with the latter solution. The ε-NTU 
method is mainly used in heat exchangers with 
cross-flow, since for this configuration, no 
analytical expression was ascertained that allows 
accurately program and determines the LMTD 
correction factor. An essential requirement for 
obtaining reliable results using the ε-NTU method 
is to properly select the function that best 
characterizes the heat exchanger under analysis. 
Several authors have established ranges of 
preliminary values of the overall coefficient in 
tubular heat exchangers for heat transfer between 
gases and water, but no study consulted refers to the 
heat exchange between hydrogen sulfide and water. 
Table 2 compares the results obtained with those 
published by other researchers. These values are 
used during the evaluation of heat exchangers to 
make a quick estimate of the required transfer 
area by clearing in equation (2), so assuming a more 
accurate value of the overall heat transfer 
coefficient will improve the accuracy of the 
calculations. 

Table 2. Comparison of the results obtained with other 
references 
Reference Heat exchanging fluids U [W/(m2·K)] 
Ludwig (1993)[20] Gases–water 17.0–284.0 
Kern (1999)[17] Gases–water 11.0–284.0 
Kakaç and Liu 
(2002)[10] 

Gases–water 10.0–250.0 

Serth (2007)[11] Air, nitrogen, etc.–water 
or brine 

57.0–454.0 

Present research Hydrogen sulfide–water 
(LMTD method) 

11.1–73.3 

Hydrogen sulfide–water 
(ε-NTU method) 

11.0–58.9 

4. Conclusions 
Both the LMTD and ε-NTU methods can be 

used to determine the overall heat transfer 
coefficients from experimental data. However, the 
LMTD method is the one used by most researchers 
and is recommended to perform the thermal 
evaluation of the chiller system under study. 

Using the LMTD method, global heat transfer 

coefficients values ranging from 11.1 to 73.3 
W/(m2·K) were obtained, while applying the ε-NTU 
method, the results ranged from 11.0 to 58.9 
W/(m2·K). The coefficients determined for the heat 
exchange between hydrogen sulfide and water 
allow delimiting the range of preliminary values 
published by other authors for gases and water, in 
tubular exchangers. 
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ABSTRACT 
The aim is to understand the thermal storage characteristics of porous media thermal storage materials under ther-

mal dynamic conditions, and obtain the dynamic thermal storage characteristics parameters of thermal storage materials. 
In the 120 kW thermal dynamic thermal storage system of porous media, we studied the dynamic thermal storage char-
acteristics of honeycomb porous ceramic thermal storage materials with different pore diameters (2.9, 4, 5.5 mm) and 
lengths (100–400 mm) under different hot flue gas conditions include thermal storage rate, thermal storage efficiency 
and storage. The results show that the relationship between the heat storage rate and time is parabolic, and the heat 
storage efficiency gradually decreases with the heat storage time. At the same time, the regenerative rate and unit re-
generative resistance loss increase with the increase of specific surface area or the decrease of pore diameter of regener-
ator, and the regenerative efficiency increases with the increase of regenerator length. According to the experimental 
research and analysis, the dynamic heat storage characteristics of porous regenerator can be characterized by heat stor-
age rate, heat storage efficiency and unit heat storage resistance loss. 
Keywords: Porous Media; Thermodynamics; Dynamic; Heat Storage; Heat Storage Rate; Heat Storage Efficiency; Heat 
Storage Resistance 
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1. Introduction 
High-temperature air combustion technology can recover waste 

heat from flue gas and preheat combustion air efficiently, which has the 
dual advantages of greatly saving energy and reducing emission of NO 
and other pollutants in flue gas[1-4]. Porous media, including honeycomb 
ceramic regenerator, is widely used in air combustion technology under 
high temperature because of its excellent thermophysical properties, 
chemical properties, economic properties, mechanical properties and 
thermal shock resistance. Its internal heat exchange performance and 
resistance characteristics determine the overall performance of waste 
heat recovery system and affect the design of heat storage system[5-6]. 

Gas-solid heat transfer characteristics in regenerator are important 
thermal properties of regenerator. Yuan et al.[7-9] and Srikanth et al.[10-14] 
analyzed and summarized the gas-solid heat transfer characteristics in-
side the regenerator, and pointed out that the heat flow rate, heat trans-
fer area and structure of high-temperature air flow are all important pa-
rameters that affect the heat storage performance. The experimental 
conclusion shows that the average convective heat transfer coefficient 
of porous honeycomb regenerator increases with the increase of 
high-temperature gas flow rate and the decrease of pore size. Some re- 



 

52 

searchers also use temperature efficiency (the ratio 
of actual flue gas heat release to theoretical maxi-
mum heat release)[15-17] and heat recovery rate (the 
ratio of actual flue gas heat absorbed by heat stor-
age system to theoretical maximum flue gas heat 
absorbed)[18-19] to characterize heat storage. The 
study shows that both of the efficiencies increase 
with the increase of the length of the regenerator. 
Other researchers[20-23] defined the ratio of heat 
stored by the regenerator to resistance loss as the 
thermal performance index, which represents the 
heat stored by the regenerator under the condition 
of unit resistance loss. 

In the above experimental study, the gas-solid 
convective heat transfer coefficient and heat storage 
efficiency in the regenerator are taken as the pa-
rameters to measure the heat storage performance, 
and the average heat storage of the regenerator in a 
period of time is studied. Whether these parameters 
can fully represent the thermal storage characteris-
tics in the design and operation of large thermal 
storage system, and how the related parameters 
change dynamically with time, all these problems 
need further study. 

In this paper, the dynamic thermal storage 
test of porous media honeycomb ceramics with 
different structures is carried out in the thermal 
storage test system of 120 kW power, and the 
dynamic thermal storage characteristics of the 
regenerator are studied. The thermal storage rate, 
thermal storage efficiency and specific thermal 
storage resistance loss are defined as the thermal 
storage characteristic parameters, which can pro-
vide guidance for the industrial design and opera-
tion of the porous media thermal storage system. 

2. Experiment and method 
As shown in Figure 1, the porous medium 

dynamic heat storage test system mainly consists of 
a combustion engine, a high-temperature flue gas 
mixing chamber, a porous medium heat storage test 
chamber, an induced draft fan, a water cooling sys-
tem and a test system. 

The high-temperature flue gas of porous me-
dium dynamic thermal storage system is provid-
ed by diesel combustion engine, and the designed 

thermal power is 120 kW. In order to stabilize the 
flow rate of high-temperature flue gas entering the 
porous medium thermal storage test device, a 
high-temperature flue gas mixing chamber is set in 
front of the thermal storage test device, which is 
made of Castable. Three K-type thermocouples are 
arranged in the mixing chamber along the central 
axis to measure the temperature distribution in the 
furnace. In order to observe the combustion flame 
conveniently, two Shi Ying glass observation win-
dows are set in the middle of the side of the mixing 
chamber. 

 
Figure 1. Schematic diagram of dynamic thermal storage test 
system for porous media. 

The heat storage material is placed in the po-
rous medium heat storage test room, and its front 
view and side view are shown in Figure 2. 

Porous medium regenerator is made of Casta-
ble, and thick silicic acid insulation cotton is laid 
outside to reduce heat dissipation. The regenerative 
chamber is 600 mm in length and 200 mm × 200 
mm in cross section, and each cross section can 
discharge 4 pieces of porous medium honeycomb 
ceramic regenerative bodies of 100 mm × 100 mm 
× 100 mm (see Figure 2). 

A total of 10 K-type thermocouples are ar-
ranged in the regenerator, in which Ta-Te thermo-
couples extend into the regenerator wall to measure 
the temperature of the regenerator wall. T4-T8 
thermocouples extend into the center of the section 
of the regenerative chamber, and measure the tem-
perature at the center of the regenerator, with each 
thermocouple spaced 100 mm apart. 

During the test, eight heat accumulators at the 
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inlet and outlet of the heat accumulator chamber 
were kept unchanged, which were used as rectifying 
heat accumulators to study the heat storage charac-
teristics of the middle heat accumulator. Adjust the 
axial length of the regenerator by changing the 
number of discharge blocks of the regenerator. 

 
Figure 2. Main drawing of regenerative chamber. 

Pressure measuring points are set at the inlet 
and outlet of the regenerator, and the resistance loss 
in the regenerator is measured by connecting a dif-

ferential pressure transmitter with a hose. All ther-
mocouple signals and pressure signals in the test are 
connected with the computer through the data ac-
quisition instrument, and the data are automatically 
collected every 5 s and displayed and stored in real 
time. Flue gas flow is measured by vortex flowme-
ter. Before each test, the regenerator is at room 
temperature. 

The combustion of medium and diesel 
oil burners produces high-temperature flue gas, 
which enters the heat storage test device after being 
stabilized in the mixing chamber, and heats and 
stores heat in the porous medium honeycomb ce-
ramic heat storage device. The experimental power 
of the burner is 60 kW, 72 kW and 84 kW respec-
tively, and the corresponding flue gas mass flow 
rates are 89 kg/h, 107 kg/h and 125 kg/h, respec-
tively. Three kinds of porous honeycomb ceramic 
regenerators with the same material and different 
geometric structures were used in the test, all of 
which have hexagonal pass, with structural param-
eters as shown in Table 1 and test conditions as 
shown in Table 2. 

Table 1. Structural parameters of honeycomb ceramic regenerator 
Accumulator number No.1 No.2 No.3 
Pass Hexagonal Hexagonal Hexagonal 
Material mullite mullite mullite 
Wall thickness/mm 1.4 0.9 0.8 
Aperture/mm 5.5 4 2.9 
Specific surface area/m2∙m-3 462 666 847 
Void ratio (ε) 0.63 0.66 0.61 
Density/kg·m-3 1,169.2 1,074.4 1,232.4 

Table 2. Test conditions 
Flue gas 
flow/kg·h-1 

Heat accumulator Heat accumulator 
length/mm 

89 No.1 400 
No.2 400 
No.3 400 

107 No.1 400 
No.2 400 
No.3 400 

125 No.1 400 
No.2 400 
No.3 400 

107 No.1 300 
107 No.1 200 
107 No.1 100 

3. Experimental results and dis-

cussion 
3.1 Dynamic temperature distribution of 
porous regenerator 

Figure 3 shows the dynamic distribution of the 
average temperature of the regenerator in the pro-
cess of heat storage under different working condi-
tions. Is the weighted average temperature of each 
temperature point in the temperature regenerator. 

As can be seen from Figure 3, with the pro-
gress of the heat storage process, the internal tem-
perature of the regenerator rises and gradually sta-
bilizes. When the mass flow rate of flue gas is 
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constant, the temperature difference of regenerator 
with different structures is not significant. When the 
flue gas flow rate is 125 kg/h, the regenerator tem-
perature reaches 600 K in about 600 s, and when 
the flue gas flow rate is 107 kg/h, the regenerator 
temperature reaches about 800 s at 600 K and 89 
kg/h, it reaches this temperature around 1200 s. The 
larger the flue gas flow rate, the shorter the time it 
takes for the regenerator to reach the same temper-

ature, which is consistent with the research results 
of Srikanth and Assunta et al.[10,24]. The reason is 
that the larger the gas heat flow rate, the larger the 
flow velocity in the flue gas hole, the more intense 
the convective heat transfer between gas and solid, 
the better the heat transfer effect, and the shorter the 
time for solid to approach the temperature of gas 
flow. 

 
Figure 3. Dynamic temperature distribution of heat accumulator under different working conditions. 

3.2 Dynamic flow characteristics of flue gas 
in porous regenerator 

In the process of heating the regenerator with 
high temperature flue gas, the velocity of flue gas 
flowing through the regenerator changes dynami-
cally due to the dynamic change of the regenerator 
temperature. The velocity in the high temperature 
flue gas hole can be calculated by formula (1). 

𝑣𝑣 =
𝑞𝑞𝑣𝑣
𝐴𝐴𝛴𝛴

 

(1) 

Where: 𝑞𝑞𝑣𝑣 is the gas flow rate, measured by 
the flowmeter in real time, m3/s; A is the 
cross-sectional area of the regenerator, which is 
0.04 m2 in this paper; ε is the porosity of the regen-
erator. 

Figure 4 shows the relationship between the 
velocity of flue gas in the hole and time under dif-
ferent working conditions. In the initial stage of 
heat storage, the increase of the temperature inside 
the regenerator causes the volume expansion of flue 
gas flowing through it, which in turn increases the 
flow velocity in the hole, and then the temperature 
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of the regenerator gradually stabilizes and the flow 
velocity in the hole gradually fluctuates at a certain 
value. With the increase of high temperature flue 
gas mass flow rate, the velocity in flue gas hole in-
creases; With the decrease of the void ratio of the 
regenerator, the flow area of the regenerator per unit 
section decreases, and the flow velocity in the hole 
increases when the flue gas flow rate is constant. 

 
Figure 4. Variation of flow velocity in flue gas hole at inlet with 
time. 

 
Figure 5. Variation of pressure drop of regenerator with time 
under 125 kg/h flue gas flow rate. 

Figure 5 shows the resistance loss of regener-
ator with different structures under the flue gas flow 
rate of 125 kg/h. It can be seen from the figure that 
the flow rate in the hole and the temperature of the 
regenerator rapidly increase (see Figure 3 and Fig-
ure 4) during the start time of heat storage. It results 
in an increase in resistance loss, and then the tem-
perature of the regenerator and the flow rate in the 
hole gradually stabilize, and the resistance loss also 
gradually stabilizes. Resistance loss under the same 
flue gas flow rate: No.3 regenerator > No.2 regen-

erator > No.1 regenerator. The smaller the diameter 
of the regenerator is, the greater the velocity in the 
hole and the greater the resistance loss along the 
path. The increase of specific surface area of regen-
erator means that the contact area between airflow 
and regenerator increases, which leads to the in-
crease of friction between airflow and regenerator 
and the increase of resistance loss. Therefore, the 
resistance loss of regenerator increases with the de-
crease of pore size and the increase of specific sur-
face area. This conclusion is consistent with the 
research results of Yuan and others[25-30]. 

3.3 Characterization parameters of thermal 
storage characteristics of porous thermal 
storage materials 
3.3.1 Heat storage rate 

In Figure 3, there is little difference in dy-
namic temperature distribution curves of regenera-
tors with different structures. In order to more 
clearly study and compare the temperature change 
speed of porous regenerators with different struc-
tures in the process of heat storage, the “heat stor-
age rate” is used here to characterize, which is de-
fined as the heat storage capacity per unit mass of 
regenerators in a certain period of time. According 
to the definition of “heat storage rate”, it can be 
used to express the degree of heat storage of porous 
heat storage materials: 

𝑄𝑄𝑣𝑣 =
∫ 𝐶𝐶𝑝𝑝𝑑𝑑𝑑𝑑
𝑇𝑇2
𝑇𝑇1
𝛥𝛥𝛥𝛥

 

(2) 
Where: T1 and T2 are the average tempera-

tures before and after each acquisition by the data 
collector; Setting value of Cp. 

Figure 6 shows the relationship between heat 
storage rate and time under different working con-
ditions under the above definition of heat storage 
rate. 

It can be seen from Figure 6 that the change 
trend of heat storage rate under different working 
conditions is similar, and the peak time is around 
200 s. The area before the peak is called the heat 
storage front section, and the area after the peak is 
called the heat storage rear section. If the radiant 
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heat transfer between flue gas and regenerator is not 
considered, the heat storage rate depends on the 
intensity of gas-solid convection heat transfer. In 
the front stage of heat storage, the temperature dif-
ference between gas and solid in the regenerator is 
large, and at this time, the flow velocity in the hole 
is rapidly increasing (see Figure 4), the convection 
heat transfer intensity of the gas-solid is intense, 
and the heat storage rate is almost linearly increas-
ing. In the later stage of heat storage, the tempera-
ture difference between gas and solid gradually de-
creases, the flow velocity in the hole gradually 
stabilizes, and the heat storage rate gradually de-
creases, and there is little difference between the 
heat storage rates of different regenerators in the 
later stage of heat storage. 

It can be seen from Figure 6 that for the same 
regenerator, the greater the flue gas heat flow, the 
greater the heat storage rate. Under the same flue 
gas heat flow rate, the regenerative rate of No.3 re-
generator is higher than that of No.1 and No.2. The 
wall thickness and porosity of the three kinds of 
regenerators are similar, and the third regenerator 
has the smallest aperture and the largest specific 
surface area. Yuan[7] and others pointed out that the 
smaller the pore size, the better the thermal perfor-
mance of the regenerator. Meng[9], Wen[11] and oth-
ers pointed out that the larger the specific surface 
area, the larger the gas-solid heat transfer area, and 
the more heat transfer under the same conditions, 
the better the thermal performance of the regenera-
tor. 

 
Figure 6. Heat storage rate of heat accumulator under different working conditions. 

The two views seem unrelated, but in fact they 
are mutual verification. Because the specific surface 
area of the regenerator is determined by the pore 
size and wall thickness. When the wall thickness of 
the regenerator is similar, the smaller the pore di-
ameter, the larger the specific surface area. Figure 6 

verifies the viewpoint of the above researchers. 
Therefore, when other conditions are the same or 
close in this case, the smaller the pore size of the 
regenerator, the larger the specific surface area, the 
larger the gas-solid heat exchange area, the faster 
the heat storage, and the better the heat storage ef-
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fect.  
The gas-solid convective heat transfer coeffi-

cient of the regenerator proposed by previous 
scholars can reflect the gas-solid heat transfer inside 
the regenerator, while the heat storage rate proposed 
in this paper reflects the direct result of gas-solid 
heat transfer, that is, the speed of heat storage. 
Compared with the gas-solid convective heat trans-
fer coefficient, the heat storage rate is more intuitive 
to characterize the heat storage characteristics, and 
it is more efficient to select the regenerator suitable 
for the heat storage system than the size of the heat 
storage rate. Therefore, the heat storage rate pro-
posed in this paper has more reference value than 
the gas-solid convective heat transfer coefficient 
proposed by previous scholars. 

3.3.2 Heat storage efficiency 
The speed of heat storage of porous media re-

generator is characterized by heat storage rate. Ex-
cept that, in the process of dynamic heat storage, 
the ability of regenerator to store the total heat car-
ried by high-temperature flue gas is also an im-
portant feature of heat storage material, which re-
flects the ability of regenerator to utilize the heat 
passing through it, that is, the degree of utilization 
of flue gas waste heat. “Heat storage efficiency” 
can be defined to characterize: 

𝜂𝜂 =
𝑑𝑑𝑖𝑖𝑖𝑖 − 𝑑𝑑𝑜𝑜𝑜𝑜𝑜𝑜
𝑑𝑑𝑖𝑖𝑖𝑖 − 𝑑𝑑0

 

(3) 
Where, 𝑑𝑑𝑖𝑖𝑖𝑖 is the high temperature flue gas 

temperature at the entrance of the regenerative body; 
𝑑𝑑out for storage Flue gas temperature at hot body 
outlet; 𝑑𝑑0 is the initial temperature of the heat ac-
cumulator Degrees. 

Heat storage efficiency means the ratio of the 
actual heat release of high-temperature flue gas to 
the theoretical maximum heat release, which is ba-
sically the same as the definitions of temperature 
efficiency and heat recovery rate mentioned earlier, 
and both reflect the utilization degree of heat car-
ried by the regenerator on flue gas. The higher the 
heat storage efficiency, the more fully the heat car-
ried by flue gas is utilized. Hong et al.[17] pointed 
out that the length of the regenerator is the main 

factor affecting the temperature efficiency, but the 
void ratio has little effect on it, so this paper focuses 
on the study of the heat storage efficiency of dif-
ferent length regenerators. 

Figure 7 shows the dynamic heat storage effi-
ciency of No.1 regenerator at different lengths when 
the flue gas flow rate is 107 kg/h. With the increase 
of heat storage time, the temperature differ-
ence between inlet and outlet of flue gas becomes 
smaller and smaller, and the heat storage efficiency 
also decreases gradually. Therefore, at the begin-
ning of heat storage, the heat storage efficiency is 
the highest, at this time, the flue gas waste heat of 
the regenerator is fully utilized, and the heat storage 
efficiency has dropped below 0.3 when the heat 
storage reaches 1,000 s. At any moment, the longer 
the length of the regenerator, the greater the heat 
storage efficiency. Because this dynamic regenera-
tive efficiency can be used to reflect the utilization 
degree of flue gas waste heat by the regenerator at a 
certain moment. 

 
Figure 7. Dynamic heat storage efficiency of No.1 regenerator 
under 107 kg/h flue. 

3.3.3 Unit heat storage resistance loss 
According to the experimental results, it is 

found that when the diameter or specific surface 
area of the regenerator changes, the influence on the 
regenerative rate and the resistance loss of the re-
generator is the same, that is, the resistance loss will 
also increase with the increase of the regenerative 
rate. Therefore, the resistance that the regenerator 
needs to overcome to store the unit heat is also an 
important index of the design and operation of the 
regenerator system, which reflects the loss of the 
unit heat stored by the regenerator. 
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Based on the experimental research and analy-
sis, the characteristic parameter “resistance loss per 
unit heat storage” is defined as the resistance loss 
that the regenerator needs to overcome to store the 
unit heat, which is a dimensionless number and 
can be calculated by formula (4): 

𝐼𝐼′ =
𝛥𝛥𝛥𝛥 • 𝑞𝑞𝑣𝑣
𝑄𝑄𝑣𝑣 • 𝑚𝑚

 

(4) 
Where: 𝛥𝛥𝛥𝛥 is the pressure drop of the regen-

erator; 𝑞𝑞𝑣𝑣 is flue gas flow; 𝑄𝑄𝑣𝑣 is the heat storage 
rate; m is the total mass of the regenerator. 

 
Figure 8. Unit heat storage resistance loss at 125 kg/h flue. 

Figure 8 shows the change with time of the 
unit regenerative resistance loss of three kinds of 
regenerators calculated by formula (4). As can be 
seen from the figure, when the flue gas flow rate is 
125 kg/h, with the heat storage time, the unit heat 
storage resistance loss gradually increases linearly. 
Because the heat storage rate gradually decreases 
(see Figure 6) and the resistance loss gradually in-
creases (see Figure 5). With the decrease of pore 
size or the increase of specific surface area, the re-
sistance loss of unit heat storage increases, because 
when the pore size decreases, the resistance loss 
increases more than that of heat storage. The mag-
nitude of the rate increase. Compared with the 
thermal performance index put forward by Lu[20], 
the resistance loss per unit heat storage can more 
intuitively reflect the resistance loss that different 
regenerators need to overcome to store unit heat. In 
the industrial heat storage system, not only the 
aforementioned parameters such as heat storage rate 
and heat storage efficiency should be consid-
ered, but also the unit heat storage resistance 

loss, because the resistance characteristics will also 
affect the design of the heat storage system. 

4. Conclusion 
(1) The heat storage rate is defined. The rela-

tionship between heat storage rate and time is pa-
rabola, and its size is mainly related to the structure 
of the regenerator and the heat flow. The greater the 
heat flow, the faster the heat storage; the smaller the 
pore size of the regenerator or the larger the specific 
surface area, the greater the heat storage rate. 

(2) The heat storage efficiency and the heat 
storage efficiency at the beginning of heat storage 
are defined. 

The rate is the highest and then decreases 
gradually with the heat storage. The longer the 
length of the regenerator, the higher the heat storage 
efficiency, which indicates that the regenerator 
makes full use of the waste heat of flue gas. 

The unit regenerative resistance loss is defined, 
which increases with the decrease of regenerator 
aperture or the increase of specific surface area. 

Therefore, the regenerator with small pore size 
or large specific surface area can realize rapid heat 
storage, but at the same time, the resistance loss of 
the regenerator will also increase. Increasing the 
regenerator properly can improve the heat storage 
efficiency. 
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ABSTRACT 
Civil clean coke is a low-pollutanted civil clean fuel made of coal and multi-functional composite additives by 

high-temperature carbonization, which is of positive significance to solve the problem of air pollution caused by civ-
il bulk combustion. However, problems such as high ignition temperature and poor combustion performance exist in the 
use of civil clean coke in the early stage. In this paper, Lvliang fat coal is taken as the research object. Coke samples are 
prepared by adding different additives and high-temperature carbonization. The influence of Na2CO3 on the combustion 
performance of civil clean coke is analyzed by TG-DTG, BET, thermodynamics kinetics and other methods. The results 
show that the civil clean coke prepared by high temperature dry distillation with 1.0% Na2CO3 added, the ignition tem-
perature by impregnation method is 53 K lower than that of coke without additives; after adding Na2CO3, the TG and 
DTG curves of coke shifted significantly to the left, the average combustion rate increased from 0.38 mg/min to 0.75 
mg/min, and the comprehensive combustion index increased from 2.01 × 10-10 mg2/(min2·K3) to 11.14 × 10-10 
mg2/(min2·K3); after adding Na2CO3, the specific surface area of coke is significantly increased and the pore structure is 
more developed, which promotes the oxygen transfer in the combustion process and significantly reduces the apparent 
activation energy of the combustion system. The apparent activation energy in the low temperature zone is reduced 
from 454.28 kJ/mol to 306.85 kJ/mol, and the apparent activation energy in the high temperature zone is reduced from 
557.36 kJ/mol to 95.36 kJ/mol. The combustion performance of civil clean coke is improved. 
Keywords: Na2CO3; Civil Clean Coke; Ignition Temperature; TG-DTG; Combustion Characteristics; Apparent Activa-
tion Energy; Pollution Control 
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1. Introduction 
According to statistics, China’s annual coal consumption is about 

4 billion tons, of which about 20% is used for domestic stoves. Domes-
tic burning of coal has the characteristics of low combustion efficiency 
and high pollutant emission, which is one of the main reasons for 
smog[1,2]. How to solve the problem of raw coal combustion pollution 
and actively promote the prevention and control of air pollution is im-
minent. Replacing bulk coal with a clean energy supply (such as elec-
tricity, gas, etc.) is one of the important ways to control bulk coal. 
However, China is geographically complex. In the vast rural areas, ru-
ral-urban fringe, and other remote areas, the progress of changing coal 
to gas and coal to electricity projects has not been completed or the gas 
supply is tight, and the cost of government subsidies is large. Therefore, 
using coal-based clean fuel instead of bulk coal has become one of the 
preferred ways[3,4]. 
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At present, the carbon-based clean fuels with 
feasible technology, low cost, and widely recog-
nized by users mainly include civil briquette, civ-
il blue carbon, and civil clean coke[5]. Among them, 
civil clean coke is the product of high-temperature 
carbonization of coal, which has the characteristics 
of smoke-free, low dust, low sulfur oxide, and ni-
trogen oxide emissions, and is an effective measure 
to solve the pollution of bulk coal[6,7]. Since 2015, 
more than 700,000 tons of civil clean coke 
have been promoted in Taiyuan, Yuncheng, Jin-
zhong and Dalian, and good environmental benefits 
have been achieved. However, in the process of 
promotion, it is found that civil clean coke has 
problems such as high ignition temperature and ig-
nition delay. How to improve the combustion per-
formance of civil clean coke is of great significance 
to the practical application and promotion of civil 
clean coke. 

So far, most of the combustion perfor-
mance-related studies have been carried out on the 
improvement of the combustion performance of 
coal and semi-coke. Additives that can improve the 
combustion performance of coal can be roughly 
divided into alkali metals, alkaline earth metals, 
transition metals, rare earth metals, waste additives, 
etc.[8-10]. Zou et al.[11] studied the effects of four 
iron-containing substances such as hematite, con-
verter dust, converter mud, and blast furnace dust 
on the combustion performance of pulverized coal, 
and found that hematite, converter dust, and con-
verter mud can significantly improve the combus-
tion performance of pulverized coal, while blast 
furnace dust has an inhibitory effect on the combus-
tion of pulverized coal. Gong et al.[12] studied the 
catalytic effect of rare earth metal oxide CeO2 and 
transition metal oxide Fe2O3 on coal combustion, 
and found that the higher the degree of coalification, 
the smaller the particle size of coal, and the more 
obvious the catalytic combustion supporting effect 
of the two additives. Liu et al.[13] studied the effects 
of  

MnO2, CaCO3, and other substances on the 
combustion performance of lean coal and found that 
MnO2 can significantly promote the combustion of 
lean coal. Chen et al.[14] studied the effect of calci-

um-based additives on the combustion performance 
of inferior coal with high ash content The addition 
of CaCl2 can improve the combustion efficiency of 
pulverized coal. Gong et al.[15] added Fe2O3 and 
CeO2 to the semi-coke, respectively, and the com-
bustion performance of the semi-coke was signifi-
cantly improved. Zhou et al.[16] studied the effects 
of Cao, Fe2O3, and MnO2 on the combustion per-
formance of anthracite and semi-coke. The results 
showed that the improvement of combustion per-
formance was related to the properties of additives, 
the properties of the fuel itself, and combustion 
conditions. So far, the research on the combustion 
performance of civil clean coke has not been re-
ported. 

Based on this, in this paper, the civil clean 
coke is prepared by high-temperature dry distilla-
tion after adding additives to coal. The effects of 
different additives, addition amount, and addition 
method on the combustion performance of civil 
clean coke are investigated. The mechanism of 
Na2CO3 improving the combustion performance of 
civil clean coke is discussed through TG-DTG, 
BET and thermal analysis kinetics, in order to pro-
vide theoretical guidance for the improvement of 
the combustion characteristics of civil clean coke. 

2. Experimental method 
The coal used in the experiment is Lvliang fat 

coal. Samples were prepared according to the na-
tional standard method and were grinded to less 
than 3 mm for standby. See Table 1 for element and 
industrial analysis of experimental coal. FeCl3, CuO, 
KOH, Na2CO3, and CaCO3 used in the experiment 
are analytical pure reagents, and the manufacturer is 
Sinopharm Chemical Reagent Co., Ltd. 

The coal samples were mixed by the mechani-
cal mixing method and impregnation method. Me-
chanical mixing method: accurately weigh certain 
amounts of additives and mix them with 100 g of 
air-drying based pulverized coal below 3 mm, and 
then mix them evenly for standby. 

Impregnation method: mix 100 g of 
air-drying-based pulverized coal below 3 mm with 
10 mL of impregnation solution containing certain 
amounts of additives. After standing for 12 h, dry it 
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in a 378 K drying oven for 2 h. The impregnated coal sample is placed in the dryer for use.

Table 1. The ultimate analysis and proximate analysis of testing coal 
Sample name Elemental analysis wad/% Industrial analysis wad/% Qnet,ad/(MJ·kg-1) 

C H O N S M A V FC 
Lvliang fat coal 79.25 4.60 4.91 1.38 0.89 0.60 8.37 29.13 61.90 31.35 

 

Add 10 mL of distilled water to the 
above-mixed coal sample and stir it evenly. Tamp 
the coal sample through a mold to obtain a cylin-
drical coal cake (with a bulk density of 1.1 g/cm3). 
The coal cake is carbonized in a tubular furnace at 
high temperatures to obtain civil clean coke. 

Temperature rise procedure of tubular furnace: 
the constant temperature for 10 minutes after rising 
from room temperature to 1,073 K at a temperature 
rise rate of 10 K/min, and constant temperature for 
60 minutes after rising from 1,073 K to 1,323 K at a 
temperature rise rate of 5 K/min. Put the prepared 
coal cake into the high-temperature tubular furnace 
at 1,073 K, take out the sample after the program is 
completed, and prepare the sample to obtain the 
coke analysis sample with a particle size of less 
than 0.2 mm. 

TG and DTG curves were obtained by using 
Setsys Evolution type high-temperature thermo-
gravimetric analyzer produced by Setaram company. 
The sample mass is 7 mg, the temperature rise 
range is room temperature to 1,273 K, the tempera-
ture rise rate is 15 k/min, the carrier gas is air, and 
the carrier gas flow rate is 100 mL/min. In addition, 
the ignition temperature of coke was measured by 
Hebi Shenhua ignition point instrument[17]. 

The pore structure characteristics of coke sam-
ples were tested by ASAP2020 type adsorption in-
strument produced by Micromeritics in the United 
States. The mass fractions of C, H, O, N and S of 
coke samples were determined by Elemental Vario 
MICRO cube element analyzer. 

3. Experimental results and discus-
sion 

3.1 Effect of different additives on ignition 
temperature of civil clean coke 

In the experimental coal, FeCl3, CuO, KOH, 
Na2CO3 and CaCO3 (mass ratio of additives to coal 
samples) were added by the impregnation method, 

respectively; then the civil clean coke was ob-
tained by high-temperature carbonization. The ex-
perimental coal without additives was also ob-
tained by high-temperature carbonization. The 
ignition temperature of different civil clean coke is 
investigated, and the results are shown in Figure 1. 

 
Figure 1. The ignition temperatures of civil clean coke with 
different additives. 

It can be seen from Figure 1 that after adding 
different additives, the ignition temperature of civil 
clean coke decreases to varying degrees; the igni-
tion temperature of the original coke is 720 K. After 
adding FeCl3, CuO, KOH, Na2CO3 and CaCO3, the 
ignition temperature decreases by 15, 35, 40, 53 and 
22 K, respectively, among which the effect of alkali 
metal Na2CO3 and KOH on the ignition temperature 
of civil clean coke is more significant. In order to 
further explore the combustion supporting effect of 
alkali metals in civil clean coke, Na2CO3, the addi-
tive with the largest drop in ignition temperature, is 
taken as the research object for specific analysis. 

3.2 Conditions for Na2CO3 to improve com-
bustion performance of clean coke 
3.2.1 Effect of Na2CO3 addition method on 
ignition temperature of coke 

The additional methods of additives include 
the mechanical mixing method and the impregna-
tion method. Civil clean coke is prepared by adding 
1.0% Na2CO3 in two methods respectively. Figure 
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2 shows the effect of the Na2CO3 addition method 
on the ignition temperature of civil clean coke. It 
can be seen from Figure 2 that the ignition temper-
ature of the coke sample obtained by the mechani-
cal mixing method is 688 K, which is 21 K higher 
than that obtained by the impregnation method. 
This is because Na2CO3 is loaded on the surface of 
coal samples through mechanical mixing, and the 
impregnation method can make Na2CO3 contact 
with coal particles more closely, and promote the 
change of carbon skeleton in the process of 
high-temperature carbonization of coal, which 
makes the ignition temperature of coke obtained by 
impregnation method significantly lower than that 
of mechanical mixing method. 

 
Figure 2. The effect of Na2CO3 Adding methods on the ignition 
temperature of civil clean coke. 

3.2.2 Effect of Na2CO3 addition amount on 
ignition temperature of civil coke 

Civil clean coke was prepared by adding 0.5%, 
1.0%, 1.5%, 2.0% and 2.5% Na2CO3 by impregna-
tion method. Figure 3 shows the effect of Na2CO3 
addition amount on the ignition temperature of civil 
clean coke. 

It can be seen from Figure 3 that the ignition 
temperature of civil clean coke decreases to varying 
degrees after adding Na2CO3 in the impregnation 
method; with the increase of Na2CO3 addition, the 
ignition temperature of civil clean coke decreases 
first and then increases; when the addition amount 
is 1.0%, the ignition temperature drops most signif-
icantly; when excessive Na2CO3 is added, part of 
Na covers part of the carbon surface, blocking part 
of the pores, and the oxygen transfer resistance in-
creases, which hinders the combustion of coke and 

makes the ignition temperature rise[18]. 

 
Figure 3. The effect of Na2CO3 addition amount on the ignition 
temperature of civil clean coke. 

3.2.3 Effect of adding 1.0% Na2CO3 on cok-
ing characteristics of coal samples 

When determining the volatile matter, the solid 
matter remaining in the crucible is called coke slag. 
Judging the characteristics of coke slag on the orig-
inal coal sample and the coal sample obtained by 
adding 1.0% Na2CO3 by the impregnation method, 
the upper and lower surfaces of coke slag have sil-
ver-white metallic luster and obvious expan-
sion, but the height is lower than 15 mm, 
which belongs to the seventh category of coke slag 
characteristics. It shows that the addition of Na2CO3 
has no obvious effect on the coking characteristics 
of coal samples. 

3.3 Influence of Na2CO3 on combustion per-
formance of civil clean coke 
3.3.1 Thermogravimetric curve analysis 

Figures 4(a) and 4(b) show the weight loss 
curve (TG) and weight loss differential curve (DTG) 
of the experimental coal when the coke and the 
original coke are burned by impregnation with 1.0% 
Na2CO3. 

It can be seen from Figure 4(a) that the curves 
of the two coke samples basically coincide in the 
temperature range of 300 ~ 763 K, and the weight 
loss phenomenon is not obvious, because the ex-
perimental samples are obtained by 
high-temperature distillation, and the water and 
volatile content are low. Compared with the original 
coke, the curve of coke added with Na2CO3 moves 
to the left obviously in the temperature range of 763 
~ 1,074 K, indicating that Na promotes the combus-
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tion of fixed carbon; after adding Na2CO3, the final 
temperature of coke combustion is advanced, and 
the percentage of combustion loss is reduced by 
3.16%. This is because Na2CO3 promotes combus-

tion, which makes the heat release rapidly in a 
shorter time, resulting in a small increase in the 
amount of carbon residue. At the same time, adding 
Na2CO3 increases the ash content of coke samples.

 
Figure 4. The TG-DTG curves of the raw coke and coke added with Na2CO3. 

Table 2. The combustion indexes of the raw coke and coke added with Na2CO3 
Sample name Initial combustion 

temperature Ti/k 
Burnout temper-
ature Th/k 

Average combustion 
rate v /(mg·min-1) 

Maximum burning 
rate vmax/(mg·min-1) 

Comprehensive com-
bustion index S/(× 
10-10·mg-2·min-2·K-3) 

Raw coke 918 1,074 0.38 0.48 2.01 
Coke prepared by 
adding 1.0% 
Na2CO3 

873 998 0.75 1.13 11.14 

 

It can be seen from Figure 4(b) that the DTG 
curve of coke made by adding Na2CO3 is similar to 
the original coke, and the ignition mode has not 
changed, but the curve moves to the left, the peak 
width narrows, and the maximum combustion rate 
increases significantly, indicating that adding 
Na2CO3 can significantly improve the combustion 
performance of coke without changing the ignition 
mode. 

3.3.2 Comprehensive combustion index 
analysis 

In this paper, the comprehensive combustion 
index s is used to describe the combustion of the 
sample[19]. 

 
(1) 

Where: (dw/dt)max  is the maximum com-
bustion rate, mg/min; (dw/dt)mean  is the average 
combustion rate, mg/min; 𝑇𝑇i is the initial combus-
tion temperature, K; 𝑇𝑇h is the burnout temperature, 
K. Here 𝑇𝑇i is determined by TG-DTG method[20]. 

Table 2 shows the combustion indexes of raw 
coke and Na2CO3 added coke obtained from TG 
curve. It can be seen from Table 2 that after adding 
1.0% Na2CO3, the coke combustion is advanced, 
the initial combustion temperature and burnout 
temperature are reduced, the combustion time is 
short, and the combustion is more concentrated; the 
average combustion rate, the maximum combustion 
rate and the comprehensive combustion index in-
creased. It can be seen that the addition of Na2CO3 
has a significant impact on the combustion charac-
teristics of coke, which is mainly due to the increase 
of combustion rate and the decrease of initial com-
bustion temperature and burnout temperature. 

3.4 Improvement mechanism of Na2CO3 on 
combustion performance of civil clean coke 
3.4.1 Pore structure analysis 

Figure 5 shows the N2 adsorption and desorp-
tion isotherm curve of raw coke and coke samples 
prepared by adding 1.0% Na2CO3. It can be seen 
from Figure 5 that the adsorption capacity of coke 
prepared by adding Na2CO3 at the maximum rela-
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tive pressure is 60 cm3/g, which is much larger than 
15 cm3/g of the original coke; the N2 isothermal 
adsorption and desorption curves of the two sam-
ples belong to the type IV isothermal curve in the 
classification of IUPAC isotherms. The coke 
made by adding Na2CO3 has H3 hysteresis ring in 
the range of relative pressure p/p0 = 0.5 ~ 1.0, and 
the original coke has H3 hysteresis ring in the range 
of p/p0 = 0.7 ~ 1.0. It is considered that both of 
them have slit holes formed by the accumulation of 
sheet particles, and the pore size distribution of 
coke made by adding Na2CO3 is more extensive; 
the curve of both rises in the high-pressure section 
(p/p0 = 0.9 ~ 1.0), and the increase of adsorption 
capacity indicates the existence of macropores with 
particle accumulation[20]. 

 
Figure 5. The N2 adsorption-desorption isotherm of the raw 
coke and coke added 1.0% Na2CO3. 

Table 3 shows the pore structure parameters of 
raw coke and coke samples prepared by adding 1.0% 
Na2CO3. 

Table 3. The pore structure parameters of the raw coke and coke added 1% Na2CO3 
Sample name Specific surface area/(m2·g-1) Pore volume/(cm3·g-1) Aperture /nm 
Raw coke 8.94 0.017 8.66 
Coke prepared by adding 1.0% Na2CO3 21.30 0.079 11.03 
 

It can be seen from Table 3 that after adding 
Na2CO3, the pore volume and pore diameter of coke 
are significantly changed. Compared with the orig-
inal coke, the specific surface area is 21.30 m2/g, 
which is increased by 1.4 times; the pore volume is 
0.079 cm3/g, which is increased by 3.6 times; the 
pore size is 11.03 nm, which increases by 2.4 nm. It 
further shows that the pore structure of the coke 
sample made of Na2CO3 is richer than that of the 
original coke, which provides sufficient gas-solid 
contact surface and gas diffusion channel for the 
combustion of coke, promotes oxygen transfer, ac-
celerates the reaction rate of coke, and improves the 
combustion performance. 

3.4.2 Thermokinetic analysis 

Generally, the gas-solid reaction conforms to 
the following kinetic equation[21,22]: 

 
(2) 

Where, α is the reaction conversion, t is the 
reaction time, K is the reaction rate constant, f(α) is 
a function related to solid unburned reactants and 
reaction rate, A is the frequency factor, E is the ac-

tivation energy of the reaction, R is the gas constant 
of 8.314 J/(mol·K), and T is the reaction tempera-
ture. 

Through thermogravimetric curve, reaction 
conversion α is 

 
(3) 

Heating rate β is 

 
(4) 

Arrange formula (2) ~ (4) and arrange the 
Coats-Redfern integral to obtain the approximate 
solution[23]: 

When n = 1 

 
(5) 

When n ≠ 1 

 
(6) 
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𝑅𝑅
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TG curve and regress the curve with the least 
square method to obtain the linear equation: y = ax 
+ b. 

According to the characteristics of thermo-
gravimetric curve, the low temperature zone and 
high temperature zone are treated, respectively, with 
the maximum combustion rate point as the bounda-
ry. The fitting equation and correlation coefficient 
of reaction order n are 0, 1/2, 2/3, 1 and 2, respec-
tively (Table 4). The activation energy E of the re-
action is obtained from the fitting line, and the fre-
quency factor A is obtained from the intercept. The 
calculated kinetic parameters of the coke sample are 
shown in Table 5. 

It can be seen from Table 5 that in the low 
temperature zone, the apparent activation energy of 
coke before and after Na2CO3 addition is 454.28 
kJ/mol and 306.85 kJ/mol, respectively. The addi-

tion of Na2CO3 reduces the apparent activation en-
ergy in the low temperature zone, and Na2CO3 can 
improve the reaction rate in the low temperature 
zone to a certain extent; in the high temperature 
zone, the apparent activation energy of coke before 
and after adding Na2CO3 is 557.36 kJ/mol and 
95.36 kJ/mol, respectively. The apparent activation 
energy of coke prepared by adding Na2CO3 is much 
lower than that of original coke. The reaction rate in 
the high temperature combustion zone is signifi-
cantly increased and the combustion time is short, 
which is consistent with the previous analysis. It 
can be seen that the addition of Na2CO3 reduces the 
apparent activation energy of the system in the 
whole combustion reaction process, improves the 
reaction rate, and makes the TG and DTG curves 
significantly move towards the direction of low 
temperature.

Table 4. The fitting equations and related coefficients with different reaction orders 
Sample name Reaction order Low temperature zone High temperature zone 

Fitting equation Correlation 
coefficient R2 

Fitting equation Correlation 
coefficient R2 

Raw coke 0 y = –40 045x + 36.441 0.9775 y = –5 714.3x–0.1375 0.9149 
1/2 y = –42 621x + 39.586 0.9830 y = –8 401.6x + 3.2123 0.9395 
2/3 y = –43 628x + 40.814 0.9849 y = –10 546x  + 5.6792 0.9552 
1 y = –45 892x + 43.568 0.9882 y = –18 175x + 14.178 0.9822 
2 y = –54 640x + 54.187 0.9910 y = –67 039x + 67.41 0.9981 

Coke prepared by 
adding 1.0% 
Na2CO3 

0 y = –31 170x + 18.291 0.9067 y = –2 911.8x–11.137 0.8045 
1/2 y = –32 464x + 19.781 0.9199 y = –8 444.1x–5.2798 0.9825 
2/3 y = –32 916x + 20.301 0.9241 y = –11 470x–2.1343 0.9975 
1 y = –33 851x + 21.378 0.9322 y = –20 146x + 6.7932 0.9863 
2 y = –36 908x + 24.892 0.9530 y = –66 694x + 54.207 0.8928 

Table 5. The kinetic parameters 
Sample name Temperate zone Reaction 

order 
Correlation coefficient 
R2 

Frequency factor 
A/s-1 

Activation energy 
E/(kJ·mol-1) 

Raw coke Low-temperature 
zone 

2 0.9910 3.53 × 1016 454.28 

High-temperature 
zone 

2 0.9981 7.93 × 104 557.36 

Coke prepared 
by adding 1.0% 
Na2CO3 

Low-temperature 
zone 

2 0.9530 2.38 × 1016 306.85 

High-temperature 
zone 

2/3 0.9975 1.35 × 104 95.36 

 
4. Conclusion 

(1)  Adding 1.0% Na2CO3 by impregnation 
method can significantly improve the combustion 
characteristics of coke, significantly shift the TG 
and DTG curves to the left, and significantly in-
crease the comprehensive combustion index. 

(2)  The coke with 1.0% Na2CO3 has a richer 

pore structure than the original coke, providing suf-
ficient gas-solid contact surface and gas diffusion 
channel for coke combustion, and promoting oxy-
gen transfer. 

(3)  After adding 1.0% Na2CO3, the apparent 
activation energy of the whole combustion system 
decreases, the apparent activation energy in the 
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low-temperature zone decreases from 454.28 
kJ/mol to 306.85 kJ/mol, and the apparent activa-
tion energy in the high-temperature zone decreases 
from 557.36 kJ/mol to 95.36 kJ/mol. The reaction 
rate increases, which significantly improves the 
combustion performance of coke. 
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