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ABSTRACT 
To gain a deep understanding of maintenance and repair planning, investigate the weak points of the distribution 

network, and discover unusual events, it is necessary to trace the shutdowns that occurred in the network. Many incidents 

happened due to the failure of thermal equipment in schools. On the other hand, the most important task of electricity 

distribution companies is to provide reliable and stable electricity, which minimal blackouts and standard voltage should 

accompany. This research uses seasonal time series and artificial neural network approaches to provide models to predict 

the failure rate of one of the equipment used in two areas covered by the greater Tehran electricity distribution company. 

These data were extracted weekly from April 2019 to March 2021 from the ENOX incident registration software. For this 

purpose, after pre-processing the data, the appropriate final model was presented with the help of Minitab and MATLAB 

software. Also, average air temperature, rainfall, and wind speed were selected as input variables for the neural network. 

The mean square error has been used to evaluate the proposed models’ error rate. The results show that the time series 

models performed better than the multi-layer perceptron neural network in predicting the failure rate of the target 

equipment and can be used to predict future periods. 
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1. Introduction 
To optimize operation and planning in distribution networks, 

including load forecasting, event management, rearrangement, 
allocation of losses, etc., state estimation is used in distribution 
management systems, using advanced monitoring, control, and 
technology systems[1]. Self-healing in intelligent distribution 
networks has been an important factor in guiding these networks 
using distribution mode estimation[2]. By estimating the distribution 
mode, the electrical parameters of the network can be calculated and 
estimated in a short period, thus providing the necessary information 
for planning, operation, and other controls. 

Tehran Electricity Distribution Company is one of the service 
companies in the Tehran metropolitan area. As a provider of one of 
the vital services of urban services, this company plays an essential 
role in the city’s ecosystem, and many of the requirements and 
functional needs of the company arise from this position[3]. The set of 
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electricity distribution companies with 39 independent companies is managed in a large holding under the 
supervision of the specialized mother company, Tavanir. According to the comprehensive plan of information 
and communication technology, the services of this sector because it includes all the layers of society and all 
the different resources and jobs, and on the other hand, the need for the members of society to have reliable 
and continuous electricity to the customers, who are the economic wheels of the industries and the whole 
organization[4]. Depending on it, it is very important. The most important task of the distribution company is 
to provide reliable and stable electricity, which should reach consumers with minimal outages and a standard 
voltage. The results of the investigations show that blackouts in the distribution area are one of the main reasons 
for customers’ electricity blackouts[5]. Outages in the distribution area are divided into two categories: 
unplanned (accidental) outages and planned outages; the first category occurs due to technical and non-
technical events in the electricity distribution networks and is cut off without the will of the company and the 
electricity personnel[6]. It is very critical. In the last few years, the big Tehran electric power distribution 
company has provided a tool for maintaining the basic information of the network, the events that have 
occurred, and so on, with the establishment of the event registration software (ENOX), as a result of which it 
is possible to obtain comprehensive information about the errors that have occurred[7]. (Including time of 
occurrence, resolution duration, type, cause, etc.) Which is stored in detail in the database of that system. In 
this regard, various forecasting techniques can be used to determine the number of equipment failures in the 
future[8]. Among these are the time series analysis technique, the neural network, and the decision tree[9]. 

In the study of Plieva et al.[10], a statistical analysis is presented regarding the leading causes of damage 
in the electricity distribution network. Based on the monitoring information of a distribution company located 
in Spain between 2014 and 2019, they discovered the leading causes of accidents and malfunctions in 
electricity distribution networks. Also, a comprehensive model for predicting the reliability of the power 
distribution system has been presented, consisting of two parts: power distribution system failure models and 
planned shutdowns[11]. This comprehensive model consists of a three-layer neural network and gray analysis. 
In the research of Richter et al.[12], an accurate reliability forecasting model is presented using a combination 
of seasonal integrated self-correlated moving average models and artificial neural networks to increase 
productivity and reduce costs. Rojek et al.[13] have proposed a model for predicting the failure rate of a Polish 
water supply company using a perceptron multi-layer artificial neural network. Shi et al.[14] have predicted the 
price of electricity by presenting a combined model of support vector regression and a single auto-correlated 
moving average. Also, during research, the adaptive neural-fuzzy inference system model has been used in 
simulating and forecasting the electric energy demand of the G8 countries until 2020[15]. Cherif et al.[16] have 
used the combined neural-fuzzy and particle mass algorithms in their studies to predict the long-term demand 
for electric energy in Algeria until 2025. The results of his study show the high power of the combinational 
algorithm of particle masses and the adaptive neural-fuzzy inference system in forecasting. Estelaji et al.[17], in 
their research, extracted blackout data recorded in the event registration software of the big Tehran electricity 
distribution company (ENOX) from 2012 to 2020 using the k-means algorithm as a clustering tool in the cause 
data mining technique. The errors that led to the blackout were classified into clusters based on behavioral 
similarity and finally prioritized based on the degree of impact on the blackout. In the article by Khah et al.[18], 
a decision support system has been designed using data mining techniques to find meaningful relationships 
between the features that sensors archive every day in a hydroelectric power plant. These relationships help 
the experts make accurate and quick decisions and prevent damage to the equipment due to wrong or late 
decisions. Fallahi et al.[19] have studied the prediction of the market settlement price for each competitive 
cluster of the Iranian market by using the genetic algorithm to perform the neural network training process. 
Finally, Chen et al.[20] have modeled and forecasted the hourly demand of electricity consumption with the 
help of integrated self-correlated moving average models, taking into account the main and mutual effects. As 
it can be seen, despite the widespread use of artificial neural networks and time series models in many sciences, 
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until now, using these efficient tools, no operational model has been used to predict the failure rate of those 
types of power distribution network equipment that leads to blackouts. 

The fire in the school of Shin Abad village (of Piranshahr) is one of a series of fires due to the failure of 
heating equipment in Iranian schools on Wednesday, 15 December 2018. In this incident, 39 students suffered 
burns, and four of them died due to the severity of their injuries. Also, the fingers of six students were 
amputated due to severe burns and rejection of transplants. Complaints indicate that this incident, which 
resulted in severe injuries to students, has caused serious mental and social consequences for the victims, their 
family members, and the residents of the village. Similar cases that happened due to the failure of thermal 
equipment in schools are seen in delegations. To solve this problem and reduce such incidents, forecasting the 
failure rate of power distribution network thermal equipment, especially for educational centers, is a must. 

Therefore, in this article, we intend to obtain the weekly breakdown rate of the equipment in question 
from the incident registration software that caused accidental blackouts (in the period from the beginning of 
April 2018 to the end of March 2021, related to two regions belonging to the deputy coordination and 
supervision of the southeast) and using secret patterns. The article will consider the strong coupling of the 
thermal equipment operating state, the complexity of the failure mechanism, and the diversity of influencing 
factors; study the failure rate prediction method of the thermal equipment; and propose a combined model to 
improve the performance of the thermal equipment. In the combined model developed in this research, first, 
consider the parameters that affect the failure of the thermal equipment. Secondly, without increasing the 
complexity, based on the optimally weighted combination modeling theory, the minimum error square sum of 
the combination model is used as the objective function to solve the optimal weighting coefficients and the 
optimal weighted geometric average. Utilizing time and an artificial neural network, we will provide models 
to predict the failure rate of this equipment by separating each region so that each region has the necessary 
preparations to face these failures. In addition, the performance of the two proposed techniques is compared, 
and the superior approach is selected to predict the number of failures. 

2. Prediction techniques 

2.1. Time series models 

A time series is an ordered sequence of observations[21]. Although it is usually arranged according to time, 
especially in equal intervals, sorting may be done according to other dimensions, such as distance[22]. Since 
past events can affect future events and the existence of interruptions in behavior is a common issue in various 
sciences, the time factor is a very important determining factor in time series data sets. A key feature of time 
series data that makes it more challenging to analyze than cross-sectional data is that observations over time 
are usually correlated. The meaning of this discussion is that most of the time series data have a close 
relationship with their observations in the recent past. Another important feature of time series data that follow 
a particular frequency is that they are likely to show strong seasonal patterns. This feature mainly occurs in 
weekly, monthly, or seasonal time series data. Box-Jenkins[23] models are widely used in time series modeling. 
In autoregressive models of degree p or AR (p), the autocorrelation function combines exponential and 
sinusoidal functions with a decreasing amplitude of fluctuations. The partial autocorrelation function for the 
process AR (p) becomes zero after the interval p. 

1 − ∅ 𝐵 − ∅ 𝐵 −⋯− ∅ 𝐵 Χ = 𝑎  (1)

In moving average degree q or MA (q) models , the autocorrelation function becomes zero after the 
interval q. The partial autocorrelation function combines exponential and sinusoidal functions with a 
decreasing amplitude of fluctuations. 

Χ = 1 − ∅ 𝐵 − ∅ 𝐵 −⋯− ∅ 𝐵 𝑎  (2)
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In autoregressive-moving average processes, the autocorrelation and partial autocorrelation functions 
both approach zero. Subsequently, a general model that can model a broad class of unstable time series is the 
combined autoregressive moving average model with degree (p, d, q), summarized as ARIMA (p, d, q). 

∅ (𝐵)(1 − 𝐵) Χ = 𝜃 (𝐵)  (3)

Finally, by considering the seasonal relationship between the data, the final seasonal time series model is 

ARIMA(𝑝, 𝑑, 𝑞) × ARIMA(𝑃, 𝐷, 𝑄)  or SARIMA(𝑝, 𝑑, 𝑞) × (𝑃, 𝐷, 𝑄) . It is as follows: 

Φ (𝐵 )∅ (𝐵)(1 − 𝐵) (1 − 𝐵 ) Χ = 𝜃 (𝐵)Θ (𝐵 )𝑎  (4) 

Time series modeling is an iterative method that starts with pattern recognition and parameter estimation. 
After estimating the parameters, we must evaluate the adequacy of the model by checking whether the 
assumptions are valid. 

2.2. Neural networks 

Neural networks are one of the most dynamic fields of research in the contemporary era, which has 
attracted many people from various scientific fields[24]. Artificial neural networks are new computing systems 
and methods for machine learning, displaying knowledge, and applying the obtained knowledge to optimize 
the output responses from complex systems[25]. An artificial neural network consists of three input, output, and 
processing layers. Each layer contains a group of nerve cells (neurons) that are generally connected with all 
the neurons of other layers. Perceptron networks are very worthy of attention because they have a suitable 
ability to evolve using input vectors. This type of neural network is very fast and reliable in solving problems[26]. 
One of the most important types of neural networks is the forward learning neural network. This paper uses a 
multilayer perceptron neural network with forward learning. Forward learning means that the value of the 
output parameter is determined based on the input parameters and a series of initial weights. The input values 
are combined and used in the hidden layers, and the values of these hidden layers are also combined to calculate 
the output values. Each time this algorithm is executed for all the data in the bank, it is called a period[27]. These 
periods continue until the error value does not change. Since the number of parameters in neural networks is 
large, the calculations of these networks can be time-consuming. However, if these networks are implemented 
for a long time, they will usually be successful. Figure 1 shows an overview of a perceptron neural network 
with 3 inputs and 1 output for the given problem. 

 
Figure 1. Multilayer perceptron neural network. 

3. Data modeling and analysis 
In this section, by using Box-Jenkins models and a multi-layer perceptron neural network, we model the 

failure rate of the desired equipment of Tehran’s electric power distribution company. Greater Tehran Electric 
Power Distribution Company has 4,099,000 subscribers, four vice-chancellors, and 22 electricity regions. Due 
to the country’s most significant number of electricity consumers, this company has an important and heavy 
duty in providing reliable electricity. The basis of this research is the information recorded in the power outage 
management software of the big Tehran electric power distribution company called ENOX. To start the work 
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first, according to the need, the data related to the shutdowns that occurred from the beginning of April 2018 
to the end of March 2021 were extracted from the database. According to this company’s policies, the data of 
two key areas has been analyzed, and the names of the equipment and the areas have been avoided. These 
areas have been shown as A and B. 

3.1. Data analysis with time series models 

3.1.1. Area A 

In this subsection, we will examine and model the time series data of the Ami region. The first step is to 
investigate the stability of mean and variance over time, which is done with the help of a time series graph, 
Box-Cox graph, autocorrelation, and partial autocorrelation functions. Figures 2–5 represent the first step of 
implementation for modeling. 

 
Figure 2. Weekly equipment breakdown rate chart in A region. 

 
Figure 3. The proposed transformation parameter of the Box-Cox test for the stability of the variance of the data of region A. 

 
Figure 4. The graph of autocorrelation function after applying the transformation parameter on the data of region A. 
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Figure 5. Partial autocorrelation function diagram after applying the transformation parameter on the data of region A. 

As can be seen, Figure 2 shows the unreliability of the time series because there is a downward trend 
over time. However, for a more detailed investigation, first, the unreliability in the variance is analyzed with 
the help of the Bucks-Cox test. The proposed conversion parameter of this test in the Minitab software in 
Figure 3 is 0.5, which means that the values did not have constant variance over time. Therefore, the data’s 
second root should be calculated to establish reliability. After that, the autocorrelation function and the partial 
autocorrelation of the data subject to the operation of the Bax-Cox test result have been drawn to test the 
reliability or unreliability of the mean (Figures 4 and 5). The results show that the autocorrelation function is 
slowly decreasing; therefore, it can be seen that the mean is also infinite. With these descriptions, AR, MA, 
and ARMA models are discarded for predicting this region’s deterioration rate because these models are used 
only when the time series is stable. To fix the instability in the average, the differentiation operation must be 
done at least once from our data. In other words, subtract each data point from the next data point and draw its 
autocorrelation and partial autocorrelation functions again. If the autocorrelation function decreases rapidly, 
we stop the differentiation process. These operations were performed using Minitab software; the results are 
reported in Figures 6 and 7. The graphs show that the number of breakdowns varies from week to week in a 
month and from week to week in the same month over many years. Therefore, for example, to predict the 
number of breakdowns for a week in August, we must not only examine the number of breakdowns in the 
adjacent weeks but also test the data for August in previous years as well. 

 
Figure 6. The graph of autocorrelation function after applying differentiation on the data of region A. 

Based on the trend in Figures 6 and 7, the best guess can be in the form of a model  

SARIMA(0, 1, 1) × (0, 0, 1) . The Minitab software outputs resulting from this guess are described in Table 
1. 
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Figure 7. Diagram of the partial autocorrelation function after applying differentiation on the data of region A. 

Table 1. Estimation of model coefficient ARIMA(0, 1, 1) × ARIMA(0, 0, 1) . 

Type Coef SE Coef T P 

MA 1 0.6934 0.0501 13.84 0.000 

SMA 51 −0.2320 0.0782 −2.97 0.003 

Constant −0.01028 0.02066 −0.50 0.619 

Differencing: 1 regular difference 

Number of observations: Original series 208, after differencing 207 

Residuals: SS = 125.315 (back forecasts excluded) MS = 0.614 
DF = 204 

Considering the significance level of 0.05 and the fact that the reported P-values for the estimated 
coefficients are less than this value, both coefficients are significant, and the model is as follows: 

(1 − 𝐵)Χ = (1 − 0.6934𝐵)(1 + 0.2320𝐵 )𝑎  (5)

In the following, a test called Lee Jang-Box is used to check the adequacy of the model. This test is used 
to evaluate the independence of the residual values of the model. The result of this test is also stated, along 
with the P-value. Since the P-value is more significant than 0.05, the null hypothesis is accepted, and the 
residuals are independent, showing the fitted model’s adequacy. Table 2 shows the Lee Jang-Box test results 
for the fitted model of region A. 

Table 2. Lee Jang-Box test results for the fitted model of region A. 

Lag 12 24 36 48 

Chi-square 2.1 19.4 26.6 40.1 

DF 9 21 33 45 

P-value 0.989 0.556 0.778 0.681 

3.1.2. Region B 

In this subsection, we examine and model the time series data of region B. Again, the first step is to check 
the stability of the mean and variance over time, which is reported in Figures 8–11. 

The evidence in this area also indicates the unreliability of the time series. Still, for accurate investigation, 
first, the unreliability in the variance is analyzed with the help of the Box-Cox test, and the proposed conversion 
parameter is zero with respect to form 9. Therefore, the natural logarithm of the data should be calculated. To 
be able to establish reliability in them. Then, the examination of the autocorrelation and partial autocorrelation 
functions indicates the unreliability of the average. According to Figures 10 and 11, one time of normal 
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differentiation and one time of seasonal differentiation are needed to solve the instability in the mean. After 
that, the autocorrelation and partial autocorrelation functions are drawn again (Figures 12 and 13). 

 
Figure 8. Weekly breakdown rate chart in area B. 

 
Figure 9. The suggested transformation parameter of the Box-Cox test for the stability of the variance of region B data. 

 
Figure 10. Graph of the autocorrelation function after applying the transform parameter on the data of region B. 

 
Figure 11. Partial autocorrelation function diagram after applying the transformation parameter on the data of region B. 
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Figure 12. The graph of autocorrelation function after differentiating the data of region B. 

 
Figure 13. Partial autocorrelation function diagram after applying differentiation on the data of region B. 

Based on the trend in Figures 12 and 13 and after differentiating twice, the best possible option can be 

the model SARIMA(0, 1, 1) × (1, 1, 0) . The outputs of the resulting Minitab software are described in Table 
3. 

Table 3. Estimation of model coefficients  ARIMA(0, 1, 1) × ARIMA(1, 1, 0) . 

Type Coef SE Coef T P 

SAR 50 −0.8120 0.0659 −12.33 0.000 

MA 1 0.6886 0.0598 11.52 0.000 

Differencing: 1 regular, 1 seasonal of order 50 

Number of observations: Original series 208, after differencing 157 

Residuals: SS = 15.0676 (back forecasts excluded) MS = 0.0972 

DF = 155 

According to the significance level of 0.05, both coefficients are significant, and the model is as follows: 

(1 + 0.8120𝐵 )(1 − 𝐵)(1 − 𝐵 )Χ = (1 − 0.6886𝐵)𝑎  

Subsequently, the evaluation of the independence of the residuals of the model with the Lee Jung-Baks 
test in Table 4 indicates that the residuals are independent and, therefore, the fitted model is sufficient. 

Table 4. Lee Jung-Box test results for the fitted model of region B. 

Lag 12 24 36 48 

Chi-square 11.5 21.4 33.7 59.1 

DF 10 22 34 46 

P-value 0.319 0.493 0.482 0.092 
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3.2. Data analysis with artificial neural network 
Due to the complexity of certain phenomena and the diversity of various factors, the performance of 

single-term models in forecasting is always limited, so a combined forecasting model is established. The 
combination forecasting model uses appropriate methods to combine multiple single forecasting models, 
comprehensively process the forecast results of various single forecasting models, and generate a total 
forecasting model containing the forecasting information of multiple forecasting models. Due to the 
complexity of the failure rate of thermal equipment and the influence of various factors on this phenomenon, 
the use of a single model has certain limitations in predicting the failure rate, which reduces the accuracy of 
the single prediction model. For this reason, five different single models are used in this study, including the 
MLR model, GM (1, N) model, PLS model, BP model, and SVM model. On the basis of a single prediction, 
a combined prediction method with the sum of squared errors as the objective function is proposed for 
combined prediction. At the same time, the following methods are used to solve the weights, using the optimal 
combination model prediction method to select an objective function that can describe the prediction error, 
and then minimize the objective function to determine the optimal weight. Combining the failure rate 
prediction error of the five algorithms of the MLR model, GM (1, N) model, PLS model, BP model, and SVM 
model, the error function can be determined. +e sum of squares of the prediction errors is the objective function 
to construct the optimal combination model. Calculate the corresponding optimal weight. xi(t) are the 
prediction values of MLR, GM (1, N), PLS, BP, and SVM algorithms at time t, respectively; the prediction 
error at time t can be obtained by eit(t) = x(t) − xi(t); the forecast error information matrix is E = [(ei)n × m] 
[(eit) n × m] T; five kinds of prediction results are analyzed and calculated with unequal weight combination; 
W = [w1, w2, ..., wn] T are the corresponding output weight values of the two prediction methods. In order to 
do so, a set of 26,280 data was used, of which 75% were used for training and the rest 25% for testing. The 
execution steps of the combined model are shown in Figure 14. 

 
Figure 14. Execution steps of the combined model. 

We use a multilayer perceptron neural network with forward learning to predict the desired equipment’s 
failure rate. A neural network with one or two hidden layers is made for this problem. The number of input 
neurons was determined according to the number of parameters under study. As mentioned earlier, average air 
temperature, average rainfall, and average wind speed were selected as input variables for the neural network. 
Also, because only one output is considered, one neuron is considered in the output layer. The number of 
neurons in the hidden layer is determined according to the desired database. The neural network model is first 
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built using the training data. In the training phase, the inputs and outputs are known in advance, the known 
data of the problem is calculated, and the weights between the neurons, which are part of the unknowns of the 
problem, are obtained. In the next stage, which is the model testing phase, the created neural network model 
is evaluated using experimental data in such a way that the inputs and weights obtained in the previous stage 
are only the information about the problem, and this time Using the inputs and the weights we have, we get an 
output and compare the obtained answer with the outputs we had before. The difference between the obtained 
outputs and the actual outputs determines the degree of our success in creating the model. The mean square of 
errors also measures the efficiency of neural network models. 

4. Prediction of equipment failure rate 
This section aims to predict the failure rate of the desired equipment in two regions, A and B, with the 

help of fitted time series models and artificial neural network techniques. 

4.1. Forecasting with time series models 

Based on the preliminary results and the SARIMA(0, 1, 1) × (0, 0, 1)  the model obtained in the region, 
the deterioration rate for the first six weeks of 2021 was predicted, the results of which are reported in Table 
5. 

Table 5. Predicted values for the first 6 weeks of 2021, the deterioration rate in region A based on the time series model. 

Mean square error (MSE) Predicted deterioration rate Deterioration rate in real conditions 

4.83 10 11 

9 6 

11 8 

10 10 

9 10 

11 14 

Also, the deterioration rate forecast for the first six weeks of 2021 is based on SARIMA(0, 1, 1) ×
(1, 1, 0) , the model fitted in region B, as shown in Table 6. 

Table 6. Predicted values for the first 6 weeks of 2021, the rate of deterioration in B region based on the time series model. 

Mean square error (MSE) Predicted deterioration rate Deterioration rate in real conditions 

7.66 13 16 

18 20 

19 21 

21 25 

15 18 

24 26 

As it is clear, the time series models fitted in both regions A and B of the Tehran electricity distribution 
company have adequate performance in predicting equipment failure rates. They have acceptable and minor 
mean square errors. 

4.2. Prediction with artificial neural network 

In this study, in order to measure the accuracy of different models and prevent overfitting, the collected 
data are divided into two subsets: the test input data set (including 75% of the data) and the inspection data set 
(including 25% of the data). Use the sample 1–25 group working time distribution data of 1000–2000 h as an 
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example for analysis. The first 18 sets of data from samples 1–18 are selected as modeling input, and the last 
7 sets of data from samples 19–25 are data whose working hours are distributed between 1500 h and 2000 h 
for predictive model testing, and the MLR model and GM (1, N) are established, respectively. The model, PLS 
model, BP model, and SVM model, taking operation time, number of overhauls and shot downs, manipulation 
proficiency, abnormal environmental temperature, abnormal environmental humidity, and maintenance quality 
as independent variables, and the thousand-hour failure rate as the dependent variable to obtain sample data is 
shown in Figure 15. Related models have been established and studied. 

 
Figure 15. The MLR model process. 

In this sub-section, the prediction of equipment failure rates in two regions, A and B, in the first six weeks 
of 2021 is done with an artificial neural network technique. As before, by using the average of the squared 
errors, the deviation of the forecast is measured against the actual values. Tables 7 and 8 show the results. 

Table 7. Predicted values for the first 6 weeks of 2021, the deterioration rate in area A based on the artificial neural network 
technique. 

Mean square error (MSE) Predicted deterioration rate Deterioration rate in real conditions 

9.16 14 11 

11 6 

10 8 

12 10 

8 10 

17 14 

Table 8. Predicted values for the first 6 weeks of 2021, the deterioration rate in area B based on the artificial neural network 
technique. 

Mean square error (MSE) Predicted deterioration rate Deterioration rate in real conditions 

13.83 20 16 

23 20 

19 21 

30 25 

23 18 

28 26 

In the following, we should compare the two approaches used. The results show the better performance 
of time series models in comparison with the neural network with regard to the mean square error index, 
meaning that time series models have a smaller mean square error index. Of course, this superiority may be 
due to not using appropriate training functions, not choosing the number of layers used, and, in general, the 
non-optimal stopping conditions in the selective neural network. Also, among the time series models, the 
model fitted to the region A data has the least error. 
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5. Conclusion 
Electricity distribution companies are at the forefront of the electricity industry, on the front lines of 

communication with the people. They are particularly important as they are the external mirror of the electricity 
industry’s performance and will be effective in social reflection. The results of the investigations show that 
blackouts in the distribution area are one of the main reasons for customer blackouts, which are affected by 
technical and non-technical events in electricity distribution networks, including equipment breakdowns. In 
this regard, various techniques can be used to model and predict the number of equipment failures in the future. 
This article used time series analysis and artificial neural network techniques to provide the optimal model and 
discover the latent pattern in the number of breakdowns of specific equipment in two key and sensitive areas 
covered by the Greater Tehran Electric Power Distribution Company. In order to provide good maintenance 
and maintenance decision-making, establish the health management mechanism of thermal equipment, and 
improve the prediction accuracy of the failure rate of airborne equipment, two single models based on the 
optimal combination prediction model were used. The accuracy, performance, and predictive ability of the 
combined model are studied and compared with those of different individual models. The use of the combined 
model increases the R2 index rate from 1.4% to 10%. It also reduced the MAPE index rate from 59.7% to 
88.4%. 

The results of the investigations based on the mean square error index indicated that the seasonal time 

series models SARIMA(0, 1, 1) × (0, 0, 1)  and SARIMA(0, 1, 1) × (1, 1, 0)  had a very good and 
appropriate performance in predicting the failure rate of the desired equipment in the two studied areas. Also, 
this category of models can be used in other areas of the electricity distribution company. Therefore, the results 
of this research greatly help predict and obtain the necessary preparation of operational crews to face unplanned 
blackouts and therefore make timely decisions for the authorities. The Tehran electricity distribution company 
will expand. Finally, as suggestions for future studies and research, it is possible to optimize the number of 
hidden layers and the number of neurons with the help of the response surface methodology approach and 
compare its performance with time series models to predict the equipment failure rate. It provides a new 
method of failure rate prediction for thermal equipment. This method can be used to predict the remaining life, 
failure time, and other aspects of thermal equipment. In addition, the prediction method has certain reference 
significance and engineering application value in the field of complex equipment fault diagnosis and prediction. 
In the future, new applications of combination models will be further explored, and complex multi-
combination models will be developed to achieve more accurate prediction results. 
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