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ABSTRACT 

Fire hazard is often mapped as a static conditional probability of fire characteristics’ occurrence. We developed a 

dynamic product for operational risk management to forecast the probability of occurrence of fire radiative power in the 

locally possible near-maximum fire intensity range. We applied standard machine learning techniques to remotely sensed 

data . We used a block maxima approach to sample the most extreme fire radiative power (FRP) MODIS retrievals in free-

burning fuels for each fire season between 2001 and 2020 and associated weather, fuel, and topography features in north-

western south America . We used the random forest algorithm for both classification and regression, implementing the 

backward stepwise repression procedure. We solved the classification problem predicting the probability of occurrence 

of near-maximum wildfire intensity with 75% recall out-of-sample in ten annual test sets running time series cross vali-

dation, and 77% recall and 85% ROC-AUC out-of-sample in a twenty-fold cross-validation to gauge a realistic expecta-

tion of model performance in production. We solved the regression problem predicting FRP with 86% r2 in-sample, but 

out-of-sample performance was unsatisfactory. Our model predicts well fatal and near-fatal incidents reported in Peru 

and Colombia  out-of-sample in mountainous areas and unimodal fire regimes, the signal decays in bimodal fire regimes. 

Keywords: Wildfire Hazard; Google Earth Engine; Machine Learning; Operational Risk Analysis; Out-of-sample Vali-

dation 

1. Background 

The aim of this study is to establish a grounding for a dynamic 

operational product that estimates fire hazard expressed as the proba-

bility of occurrence of “near-maximum fire intensity locally possible”[1], 

using fire-danger weather indices and including topography, wind/to-

pography interactions and fuel canopy remotely sensed data. The prob-

ability estimation updates as new data becomes available and is in-

tended to aid fire managers’ decision-making process by reducing the 

gap between coarse descriptors of the environment and predictive out-

puts. Fire intensity (fire radiative power, FRP) is regarded as the main 

controller of fire spread through either positive or negative feedbacks[2], 

in a relationship mediated by wind speed. At higher fire intensity, the 

heading fire rate of spread may be accelerating or decelerating, depend-

ing on complex interactions between wind, characteristics of the fire 
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environment and the fire itself [2]. We may not know 

which one is the case when the high fire radiative 

power measurement has almost one km resolution 

and the granule is daily, we do know that in both 

cases the locally possible near-maximum FRP is 

hazardous. We used finer-scale descriptors of the 

fire environment to reduce the scale from coarse 

weather products to match the resolution of the sci-

ence-ready FRP MODIS-14A1.061 products and 

modelled fire hazard at that spatial and temporal 

scale, i.e., daily about one km resolution. 

This study was conceived after two important 

milestones in the fire risk literature[1,3]. In these 

studies, the fire-danger weather index energy re-

lease component for fuel model G was input to a 

univariate logistic regression model to determine 

the probability of large fires to occur, training the 

model on historical fire data for different fire-size 

thresholds[1,3]. FlamMap5 was then used to simu-

late fire spread with an adjustment for ‘non-forest’ 

fire[1], simplifying the fuels’ distribution, assumed 

to be model G for CONUS. Fuel model G contains 

fuel load in all size classes, i.e., conventionally de-

fined as the time required by the fuel to reach a bal-

ance with the moisture in the surrounding environ-

ment, e.g., 1 h through 1,000 h timelag[1,3]. Scott et 

al.[1] define wildfire hazard as a geospatial output, 

input to the analysis of exposure and effects in risk 

analysis. Scott et al.[1] considered desirable to “as-

sess the near-maximum wildfire behavior (e.g., 

fireline intensity) possible at each pixel on a land-

scape”. We interpreted that probability estimation 

of daily near-maximum expected fire output in a 

dynamic sense for operational risk assessment, 

contingent upon daily fuel and weather conditions. 

Wildfire hazard is the product of the probability of 

burning and the expected wildfire intensity given 

that a burn occurs[1] both are a function of topogra-

phy and the fast-changing fire environment: fuel 

moisture and weather. In hazard assessment the 

concern is how likely it is to observe the near-max-

imum locally possible fire intensity for free-burn-

ing vegetation, we thus sampled fire intensity max-

ima recorded during twenty-one fire seasons to 

build and combine two models: a burn probability 

estimation (biased toward the highest observed val-

ues) and a regression model intended to predict the 

intensity of those locally possible extreme values. 

The output of the model is intended to assess wild-

fire hazard on a daily basis. 

The near-maximum potential wildfire inten-

sity for a point, stand, or landscape has been typi-

cally assessed as fireline intensity, rate of spread or 

flame length of the heading fire under 80th, 90th, 

and 97th percentile of the energy release compo-

nent (ERC) conditions[3], or just the “near-maxi-

mum” conditions 97th percentile[1]. We built upon[1] 

narrower focus. In addition to ERC, the 97th per-

centile 1 min average wind speed at 6 m occurring 

during the typical burning period of the typical fire 

season (locally defined in terms of months of the 

year and hours of the day) has been applied in the 

upslope direction on all pixels regardless of aspect. 

Scott et al.[1] also used the 97th percentile dead fuel 

moisture contents for all size classes of dead sur-

face fuel. 

In terms of fire-danger metrics, flame length 

is derived from fireline intensity, but most the un-

certain conditions for fireline estimation, hardly 

met in controlled observational settings (see the 

study of Finney et al.[2] for an in-depth discussion 

on this point), are out of reach with remote sensing 

retrievals. We focused instead on fire radiative 

power retrievals as a proxy for fireline intensity to 

develop a predictive model intended for opera-

tional applications. An intensely burning wildfire 

detected at 927 m resolution is a (relatively) slow-

onset phenomenon, it may or it may not be related 

to fast spreading, behave erratically and catch fire-

fighters off-guard[4–10], but often it does not neces-

sarily affect large areas, if the final burn scar pe-

rimeter is considered[7,11] unlike fireline intensity, 

flame length or fire rate of spread, the extent of the 

final perimeter of the burn scar by itself is not a fire 

danger metric[12,13]. Wilson[14] identified common 

denominators of fire behavior linking firefighter’s 

fatalities and entrapments, signaling issues of great 

concern into the present day[7–9,12,14–16]. Most fatal-

ities and injuries occur: 

1) On relatively small fires or deceptively quiet 

sectors of large fires. 
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2) In relatively light fuels, such as grass, herbs, 

and light brush. 

3) When fire responds to topographic conditions 

and runs uphill. 

4) When there is an unexpected shift in wind di-

rection or in wind speed. 

According to Colombian official statistics, the 

sixteen reports of deadly fire incident between 

2003 and 2021 affected on average forty-five hec-

tares; if forty-six reports that include fire injuries 

are considered, the average fire size reaches 139 

hectares (source: IDEAM, n.d.). The size of the de-

pendent variable we modeled is about eighty-six 

hectares (MODIS: 927 m nominal scale), which is 

a considerable size for a wildfire to anyone who 

happened to get trapped in it. In Peru, between 

2003 and 2020, 98% fatalities and injuries occurred 

in light fuels, most of which above 2,500 m on 

rough land (source: INDECI, n.d.). Points one to 

three in Wilson’s list represent features relevant to 

fire hazard that we have encoded as strata into the 

sampling procedure or otherwise inform the study 

criteria: 

1) We considered burning pixels individually, 

not necessarily belonging to the head fire of a 

large wildfire. 

2) Stratifying by fuel-type (reclassified as “forest” 

vs. “no-forest”, following the study of Scott et 

al.[1] to make the model more robust to fuel 

type classification uncertainty. 

3) Sampling terrain features systematically to es-

tablish a relationship to extreme FRP retriev-

als. 

Unfortunately, the coarse spatial and temporal 

resolution of MODIS thermal anomalies makes it 

very infrequent to identify active fire on 927 m pix-

els with an average percent slope >10%. We sam-

pled slope as one more predictor feature but did not 

use it for stratification. Shifts in wind direction or 

speed might be encoded as events using sub-hourly 

weather data like NOAA/SWM real-time 

mesoscale analysis (available only for CONUS). 

Modeling unexpected shift in wind direction or in 

wind speed is a pending task. Established tools al-

low to estimate wind/topography interactions and 

their effect on fire behavior (WindNinja), rate of 

spread, time of fire arrival and even expected fire 

perimeter after n-days (FlamMap, Behave Plus, 

FSPro). These existing models can be used to ob-

tain probability of high-intensity fire. These tools 

cannot be used in most of the world where vital in-

puts are not available: 1) fuels data including layers 

such as fire behavior fuel models, canopy height, 

base canopy height, and canopy bulk ratio, 2) dec-

ades of high-quality weather observations, and 3) 

decades of catalogued fire occurrence. 

We intend to forecast probabilities in real time 

for operational applications, conditional upon re-

cent multispectral vegetation indices retrievals, to-

pography, wind/topography interactions, and the 

most relevant fire danger indices forecasts, to be 

recalculated in synch with the weather forecast data 

stream for situational awareness and operational 

risk analysis. The outputs generated by our model 

are not static probability maps of fire characteris-

tics occurrence simulated over tens of thousands of 

years[1,3]. This study makes a first attempt at inte-

grating elements of fire danger to a revisited wild-

fire risk model, to answer at any time the question: 

“Provided that a wildfire occurs, what is the prob-

ability of observing fire radiative power in the lo-

cally possible near-maximum fire intensity range?” 

2. Methods 

2.1 Research design for statistical power 

Most of the machine learning algorithms used 

for classification were designed around the as-

sumption of an equal number of examples for each 

class[17]. The importance of this consideration 

could not be overstated: a classification model, e.g., 

a logistic regression, may solve a binary classifica-

tion problem with an overall an accuracy of 99%. 

This result may be misleading in the case that the 

binary output that we intend to forecast equals zero 

99% of the time, and one 1% of the time. In this 

case the prior would be 99%, thus a classifier with 

no skills could classify the outcome correctly 99% 

of the times by mere chance. This is the kind of 

problems inherent to imbalanced datasets. One 

may find out that despite the 99% overall accuracy, 

such model misclassifies 100% of  the minority 

class, when the outcome equals one. This result 
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could not be worse if the perfectly misclassified 

output is a fire danger measure such as “near-max-

imum fire radiative power”. A high rate of false 

negatives would mean that no alert is issued when 

fire potential is extremely high, consequences 

might be deadly. This issue is akin to that of a 

wrong medical diagnosis: the patient is positive to 

a deadly, contagious disease but misclassified as 

negative. This type of error is called false-negative, 

and it can be much more expensive than the false-

positive error[18]. 

Logistic regression is the first algorithm de-

veloped to estimate the probability of occurrence, 

it was conceived to solve prediction/classification 

problems in randomized trials[19]: “Success or fail-

ure (outcome one or zero) is recorded at each trial 

and it is required to test the null hypothesis that suc-

cesses occur randomly with probability 0.5 against 

the alternative that there is a trend in the success 

rate.” To estimate the probability of a binary output 

the dataset needs to be balanced, so that the prior 

implies a correct 50% probability to belong to ei-

ther one or the other class. The machine learning 

literature provides numerous techniques to correct 

the problems of imbalanced datasets[17] usually by 

randomly under-sampling the majority class to 

match 1:1 the minority class. We implemented ran-

dom under-sampling early on, during the data gen-

eration process. 

To derive a probability using a classification 

algorithm, the highest FRP retrievals need to be 

matched to burnable pixels that did not burn within 

the time window of that sampling run, to ascertain 

at least partially why one burned while the other 

did not. In the parlance of experimental studies 

these would be called “counterfactuals”, short for 

“counter-to-fact conditional”, what would have 

been true, had certain facts been different. In causal 

explanation the model is requested to estimate the 

conditional probability that a particular event in 

time was the cause of a particular outcome, cast as 

a counterfactual question: had A been false, would 

B still have happened?[18] The outcome of concern 

for us is “the near-maximum wildfire intensity pos-

sible at each pixel on a landscape”. Such outcome 

is conditional upon local weather, topography, and 

fuels, to explain why this pixel exhibited such ex-

treme behavior (historical maxima are not absolute 

or theoretical, only empirical, remote measure-

ments) while another equally burnable pixel did not. 

We needed to create a balanced dataset. In do-

ing so, we needed to minimize the risk of con-

founding factors influencing the results. We 

needed to ensure that our results have high proba-

bility of detecting an effect, when in fact one exists. 

A model with high statistical power has a low prob-

ability of making a Type II error, i.e., a low false 

negative rate. A false negative classification error 

equals to not expecting wildfire hazard when due. 

Such unforeseen surprises must be minimized. Ad-

ditionally, no more than the right amount of data is 

appropriate to ensure swift algorithm deployment 

in real time using a pre-trained model. We thus 

needed to yield the maximum statistical power with 

just the right amount of data to generate reliable 

forecasts on unseen data, out-of-sample. 

To solve at once all our optimization goals, we 

embedded statistical matching techniques in the 

data generation process to address the main prob-

lems of observational data analysis that lead to poor 

generalization: imbalance in the distribution of the 

confounders, and model dependence in the statisti-

cal estimation of causal effects[20]. Conducting ran-

domized trials like those that led to the first appli-

cations of logistic regression [19] in a wildland set-

ting to study and forecast the highest FRP observed 

in free-burning wildfires, and matching those to a 

valid counterfactual is made possible only within a 

statistically defined quasi-experimental design, 

safely applied to remotely sensed FRP data. We 

thus applied established techniques of statistical 

matching to achieve the same results sought after 

in the randomized control trials literature to im-

prove causal inference in observational studies and 

reduce model dependence in the statistical estima-

tion of causal effects[21] by: 1) constructing the best 

possible comparison group based on observed 

characteristics[22], pre-screened on the basis of their 

predictive power; 2) reducing imbalance in the dis-

tribution of the pre-treatment confounders between 

the treated and control groups. The relevant math 

is the same in the machine learning and randomized 
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trials literature, but the latter has been around for 

longer and is better understood. 

To reduce selection bias, it is very important 

to match the outcome of interest to a valid compar-

ison group based on observed baseline characteris-

tics, reducing the unobservable differences[22]. We 

thus imposed these strict conditions: 1) the coun-

terfactual pixel belongs to the same fire regime and 

predominant fuel type; 2) it is currently vegetated; 

3) it can burn, as proven by independent historical 

record; and 4) it was not burning by the time the 

sampling takes place, nor it did shortly before; 

hence it safely qualified as a “zero” at the time of 

sampling. We identified one main fire regime in the 

study area, corresponding to the months comprised 

between July and November during the time of in-

terest (Figure 1). We identified six strata combin-

ing west, north, and south, and distinguishing forest 

vs. no-forest (Figure 2). Thus, we sampled the 

highest FRP values observed in each stratum be-

tween July and November during twenty fire sea-

sons. Readers are encouraged to use the first com-

panion web app to explore relevant data (see con-

clusions). Figure 1 shows the seasonality of the 

main fire regime in the study area as a sum of 

higher quality FRP retrievals between 2001 and 

2020. The fire energy output distribution is bi-

modal overall, but we focused on the period be-

tween July and November in the main unimodal 

fire regimes. 

 
Figure 1. Sum of highest quality MODIS-14A1.061 fire radiative power retrievals at 6 km scale (2001–2020). 

 
Figure 2. Study area, geographical and fuels strata. 
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2.2 Confounding factors and stratification 

2.2.1 Fuel strata 

Free-burning mask 

In the context of predictive services, our 

model will calculate a probability of free-burning 

in any fuel, including crops and pastures; but in or-

der to develop it, we excluded detections of fires 

that most likely have been started under controlled 

circumstances, like slash burning and other inten-

tional uses of fire. Controlled burning in the region 

is almost exclusively tied to grazeland management, 

straw or slash and burn practices, so we excluded 

from the training data any pixel that might have 

ever been classified as urban, agriculture, water, or 

ice, at any time between 2000 and 2020. Prescribed 

burning in the study area is practiced on a small 

scale, and typically in low-risk days; thus it is ex-

tremely unlikely that any prescribed burning de-

tects slipped in our training set that selectively sam-

pled only the thirty-four highest FRP retrievals of 

each fire season. 

With the aim to sample only free-burning nat-

ural vegetation, we obtained twenty burnable lay-

ers intended to mask false-positives as well as ag-

ricultural uses of fire. We integrated all LULC col-

lections using a one-out-all-out method[23]: none of 

the filtered pixels of interest for this study was ever 

classified as urban, agricultural, water, ice or any 

other anthropical land use combining the most re-

cent (2001–2020) MapBiomas collections PanA-

mazonia v3, Brasil v6, and Chaco v2[24–26], the Co-

pernicus global land cover collection[27], and the 

MODIS land cover product MCD12 v006 [28]. For 

greater confidence, we increased a 1,000 m buffer 

(larger than the typical MODIS pixel size) around 

any 30 m or greater pixel that has ever contained a 

single 30 m pixel classified as anthropical use from 

the mapbiomas collections. The yearly masks and 

distance layers thus generated were resampled to 

match the target variable resolution. 

Non-burning counterfactuals 

The algorithm used to measure fire radiative 

power can correctly classify active fire which 

might be as little as 100 m2 in a 927 m pixel[29], 

while the fuel available for burning in the entire 

pixel might never be completely consumed by fire. 

A single pixel can be correctly classified as actively 

“burning” tens of times in a single year. In fact, 

burned area products such as MCD64A1 and 

FireCCI often classify correctly as “burned” the 

same pixel multiple times within a year and in sub-

sequent years. Fire rotations in free-burning fuels 

can be surprisingly high, given that the most fre-

quent cause of ignition in the study area is anthrop-

ical. An exhaustive analysis of this issue is beyond 

the purpose of this paper, but the data are freely 

available for confirmation. 

To ensure that the counterfactual pixels have 

not been burning at the time of their inclusion in 

our sample or the previous month, we ruled out any 

burning pixel obtained from any fire product avail-

able in the Google earth engine (GEE) platform, 

see Table 1. Additionally, we allowed only pixels 

that burned at least once between 2001 and 2020, 

according to the same datasets used to retrieve the 

dependent variable. 

Table 1. Collections queried to reduce the sampling error for 

the counterfactual (non-burned pixels). 

Dataset (GEE code) Provider(s) Reference(s) 

ESA/CCI/FireCCI/5-1 ESA [30] 

MODIS/006/MCD64A1; 

MODIS/061/MCD64A1 

NASA LP 

DAAC–USGS 
EROS Center 

[31,32] 

FIRMS NASA/LANCE

/EOSDIS 

[33] 

NOAA/GOES/16/FDCF NOAA [34,35] 

Forest vs. no-forest fuels strata 

We made our model robust to fuel type mis-

classification and relied instead on continuous var-

iables such as multispectral vegetation indices. An 

issue of concern is that the accuracy of fuel type 

remote classification is typically low, even more so 

for countries that do not have the resources to de-

velop finer products. For example, the LANDFIRE 

remap prototype presents an overall classification 

accuracy of 52% in the LULC layer that serves as 

the basis for fuel type classification [36]. Other inputs 

used for fire modelling such as the LANDFIRE 

products canopy base height (CBH) and canopy 

bulk density (CBD) also have relatively low map 
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validation accuracy, such as r2 0.09 for CBH and r2 

0.34 for CBD, averaged across most map zones in 

CONUS[37]. We thus considered prudent to reduce 

the reliance upon, and any potential bias due to fuel 

type misclassification and rely instead on multi-

spectral vegetation indices that provide an approx-

imation to canopy characteristics with reduced la-

tency. 

To ensure that forest fires are equally repre-

sented along with the most frequent savannah fires, 

we adopted a simplified binary fuel type classifica-

tion: “forest” vs. “no-forest”. Once a LULC prod-

uct is resampled to 927 m to match the independent 

variable most details are lost, thus it is only the pre-

dominant fuel type that is reclassified. This strategy 

to deal with uncertainty is not different from mod-

eling ERC for fuel type G[1,3] and then introducing 

coarse adjustments for forest[1]. We decided to use 

satellite retrievals to approximate recent fuel char-

acteristics, leveraging freely available products that 

cover the entire time of interest such as MODIS-

TERRA collections (232 m and 463 m resolution; 

see section on multispectral vegetation indices). 

Consistency of classification across three 

years is a commonly used criterion under land 

cover classification uncertainty[38] that we adopted 

to classify forest vs. no-forest as predominant. We 

used three years sliding window to dichotomize the 

LULC classification obtained from the FAO-

LCCS3 nomenclature available in the MCD12Q1 

collection (423 m, see Table 2 for more details). 

The stratification delivered as expected, making 

fuel-type almost irrelevant to probability estima-

tion, thus debiasing the model (see results). 

2.3 The target variable 

Paraphrasing Scott et al.[1], wildfire hazard is 

the potential for a wildfire to cause harm to people 

or property. The primary factor that determines 

wildfire hazard is wildfire intensity, usually some 

measure related to the rate of energy released by a 

fire. The greater the wildfire intensity, the greater 

the potential for harm. Other factors that affect 

wildfire intensity include fuel, weather, and topog-

raphy. Wildfire hazard at a given location is thus 

quantified as the product of two characteristics: 

⚫ Burn probability: the likelihood that a fire will 

occur at that location. 

⚫ Conditional wildfire intensity given that a fire 

does occur: the distribution of wildfire inten-

sity, such as flame length or fireline intensity, 

at that location. 

Wildfire likelihood and intensity are com-

bined into a single measure of wildfire hazard, used 

to identify areas where there is the potential for 

high wildfire hazard and prioritize management op-

portunities to reduce and manage wildfire risk, pro-

tecting people and property. 

In this study, we took an empirical approach 

to estimate wildfire hazard based on high quality 

remote measurements of fire radiative power and 

estimated the probability of such observed extreme 

fire outputs contingent upon topography, and daily 

fuel and weather conditions. Wildfire hazard is a 

dynamic phenomenon unevenly distributed across 

the landscape and in time. Factors such as fuel 

moisture, wind speed, and temperature affect wild-

fire hazard and change on a daily (even sub-daily) 

basis. 

A critical metric of wildfire hazard estimation 

is fireline intensity (FLI). FLI is operationally de-

fined as “the rate of heat release per unit length of 

flaming fire front, calculated as the product of heat 

content, fuel consumption during flaming front 

passage, and rate of spread”[1]. The main drawback 

to FLI is that it cannot be physically measured, only 

estimated[39]. We queried the science ready MODIS 

collections 14A1 v061 which provide about 20 

years of daily remote measurements of fire radia-

tive power (FRP) in megawatts[32]. Unfortunately, 

attempts at deriving sub-pixel fractional area of 

wildfires from MODIS retrievals delivered poor re-

sults[40,41]. Ignoring the sub-pixel burning area is a 

mayor hindrance to the estimation of fireline inten-

sity. Consequently, MODIS-retrieved FRP will be 

modelled in its stead as it represents the highest 

quality proxy for fire intensity available at scale. 

In addition to the filters described above to in-

clude only free-burning fire in natural vegetation, 

we applied filters to exclude false fire detections 

(water, bright soil, iron roofs, bare rocks, etc.). One 

such filters is the level of confidence attributed to 
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the published product that fire is correctly detected 

and there are no concerns with regards to the qual-

ity of fire radiative power estimation [33]. The 

MODIS fire products 14A1 v061 are stage-three 

validated, meaning that uncertainties in the product 

are well quantified through solid ground-truthing 

and other suitable reference data. MODIS 14A1 

v061 data are ready for use in scientific publica-

tions. 

We admitted only the highest confidence data 

according to the data provider, corresponding to the 

“FireMask” attribute equal nine, into the sampling 

routine, a function passed through the entire image 

collection that sorts and selects the thirty-four most 

intensely burning hotspots within each stratum, 

each fire season. This approach to extreme value 

analysis is called block maxima; it focuses on iden-

tifying the most extreme values within specific 

time periods or seasons[42]. This allows for the anal-

ysis of the rare but significant fire events that have 

the potential to cause considerable damage or im-

pact. 

2.4 Predictor features 

Table 2 shows the complete list of image col-

lections queried to develop the model. Most of 

these predictors can be updated in real time with no 

cost. The model is simple and can run in any suita-

ble programming environment. The main differ-

ence with real-time deployment consists in using 

weather forecasts instead of reanalysis data. The 

walkthrough between ERA 5 land and the weather 

forecasts available in real time exceeded the pur-

pose of this paper. 

Table 2. Image collections used to develop the model. 

ERA5-land hourly ERA5-land hourly–ECMWF climate reanalysis (11,132 m): apps.ecmwf.int/da-

tasets/licences/copernicus/ 

Weather fire danger indices Calculated from ERA5-land hourly 11,132 m: www.wfas.net/data/SAR/ 

Wind speed and wind/topography match-

ing index 

ERA5-land hourly–ECMWF climate reanalysis (11,132 m): apps.ecmwf.int/da-

tasets/licences/copernicus/ 

The matching index was calculated in the GEE platform 

Terrain products NASA SRTM DEM (30 m): doi.org/10.1029/2005RG000183 

Multispectral vegetation indices 8-day composite MOD09A1.061 (232 m) 

https://doi.org/10.5067/MODIS/MOD09Q1.061 
8-day composite MOD09A1.061 (463 m) 

https://doi.org/10.5067/MODIS/MOD09A1.061 

Distances from agricultural areas, urban 
areas, and inland water bodies 

Calculated from mosaicked MapBiomas (30 m) and  
MODIS-derived MCD12Q1 v006 LULC collections (463 m): 

MapBiomas: chaco.mapbiomas.org/; pampa.mapbiomas.org/; 

mapbiomas.org/; amazonia.mapbiomas.org/; 

MCD12Q1 v006: lpdaac.usgs.gov/products/mcd12q1v006/ 

 

2.4.1 Weather fire danger indices 

Twenty years (2001–2020) of daily fire dan-

ger indices were derived from the hourly ERA5-

land reanalysis at 11,132 m resolution[43]. Weather 

data were obtained using the CDS-API and hourly 

data for the study region were composited to daily 

extremes. These daily weather data were then used 

to calculate the fire weather index (FWI)[44], energy 

release component (ERC) and burning index (BI) 

following[45], as well as the keetch-byram drought 

index (KBDI)[46]. Finally, we derived the spread 

component (SC)[47] from BI and ERC to account for 

wind speed and changes in fine fuels moisture. 

2.4.2 Wind/topography interactions: The 

angular difference model 

The features we derived from the angular dif-

ference of wind direction and aspect is an adapta-

tion from the study of Jolly et al.[48]. The aim is to 

capture the interactions of wind and terrain. Topo-

graphical aspect is the direction that slope is facing, 

expressed in degrees, and increasing clockwise 

from the north. Wind direction is expressed in the 
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same way. When wind interacts with a slope in per-

fect alignment, it is impact on fireline intensity, fire 

spread rate and flame length is maximum, pushing 

fire uphill. On the lee side of the orographic for-

mation, the effect of wind is at its minimum be-

cause wind speed is decreased, and its direction is 

downslope. When aspect and wind direction per-

fectly align, the angular difference is 0 and when 

they are out of alignment, it can increase to 180. 

This feature is encoded as a percentage: angular 

difference is divided by 180 to convert it to a value 

that can vary between 100% for perfect alignment 

and 0% to identify the lee side. Maximum wind 

speed and matching index have been sampled for 

the day when maximum FRP values have been ob-

served filtering the diurnal hours between 08:00 

and 20:00 in the UTC-5 time zone, because more 

relevant to fire activity (in line with the study of 

Scott et al.[1] and Finney et al.[3]). We resampled 

with the bicubic option the hourly ERA5-land rea-

nalysis at 11,132 m resolution and made it interact 

with NASA SRTM DEM, resampled to match the 

independent variable. 

2.4.3 Multispectral vegetation indices 

We computed or retrieved multispectral vege-

tation indices (VIs) adopting the published formu-

las (Table 3), querying MODIS-TERRA 8-day 

composites (see Table 2). Additionally, we evalu-

ated the predictive power of the ratio of two popu-

lar vegetation indices, both related to fuel moisture 

content and highly correlated to each other (−97% 

in our dataset, these VIs carry almost the same in-

formation): the normalized burn ratio (NBR) vs. 

the normalized difference moisture index (NDMI). 

NDVI, NBR and NDMI were calculated retrieving 

the corresponding multispectral bands from the 8-

day composites MOD09A1.061 (232 m) and 

MOD09A1.061 (463 m) with three weeks latency 

to simulate real-time deployment of the model. 

Table 3. Vegetation indices and references. 

Vegetation index Formula Reference 

Normalized difference vegetation index (NDVI) (RED-NIR)/(RED + NIR) [49] 

Normalized burn ratio (NBR) (SWIR2-NIR)/(SWIR2 + NIR) [50] 

Normalized difference moisture index (NDMI) (NIR-SWIR1)/(NIR + SWIR1) [51] 

 

2.4.4 Distances from agricultural areas, ur-

ban areas, and inland water bodies 

It is of interest to compute features that char-

acterize sampled pixels in relation to agricultural 

and urban areas, as frequent sources of ignition on 

the landscape. Distance from water bodies has also 

been encoded as a predictor feature, relevant to hu-

man-ecosystem interactions and vegetation mois-

ture. Rivers represent a navigable network consti-

tuting the equivalent of roads in remote areas, 

mostly in the amazon basin lowlands. Proximity to 

water bodies secures water access for all human ac-

tivities. 

We generated twenty yearly layers to estimate 

the impact of distance to urban, agricultural and 

water pixels on fire danger. We combined the land 

cover products with a 30 m resolution such as Map-

Biomas PanAmazonia v3 (2001–2020), Brasil v6 

(2001–2019) and Chaco v2 (2001–2019), and with 

a 463 m resolution the MODIS collections (2001–

2019) such as MCD12Q1 v006 using a one-out-all-

out method. These distance features were com-

puted for each year in the series using the “fast dis-

tance transform” in GEE. It returns the distance, as 

determined by the specified distance metric (de-

faults to squared Euclidean distance), to the nearest 

non-zero valued pixel in the input. The output con-

tains values for all pixels within the given neigh-

borhood size (256), regardless of the input’s mask. 

The scale of the pixel was set equal to the inde-

pendent variable. 

2.5 Assessing the random forest algo-

rithm’s out-of-sample performance 

Consistently with literature[52–54] and with the 

results obtained from earlier analyses, random for-

est performed dependably to forecast probability of 
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occurrence of the most intensely burning hotspots 

each fire season, in each stratum. We conducted 

feature and model selection independently to solve 

the classification and the regression problem: 1) 

probability of occurrence; and 2) retrieved fire ra-

diative power. In both cases, the first step consisted 

of ranking features in terms of importance on the 

first training subset and ruling out multicollinearity 

by applying the backward stepwise procedure, 

starting with all available predictors, and recur-

sively eliminating the least performing feature in 

any pair that correlated near or higher than 60%. 

We maintained all features able to pass the multi-

collinearity filter and that contributed to the pre-

dictability of wildfire hazard. We proceeded simi-

larly when implementing the time-series cross val-

idation, also called walk-forward validation[55] and 

the twenty-fold cross validation, to get the most out 

of the available dataset. In both cases, we imple-

mented recursive feature elimination and model 

regularization using the scikit-learn library[56]. 

Performance metrics usually improve with 

trees number, at least up to a certain point, past 

which accuracy may even decline with too many 

trees[57]. However, the increase in computation time 

is not negligible. Too many trees may lead to over-

fit, under-fit or “out of memory” errors. We de-

cided to keep the number of trees low in compari-

son to popular modelling software default values: 

Minitab’s default parameter is two hundred and 

five hundred in R. We settled for three hundred ran-

dom trees. 

We assessed the performance of the classifi-

cation model with threshold metrics, setting the 

threshold at a standard 50%, to ensure that both 

false positive and false negative rates are balanced 

and as low as possible. False negative rates are of 

most interest as not issuing an alert when appropri-

ate may cost human lives. The true negative rate is 

also termed specificity and the metric used to as-

sess specificity is called recall, of special interest to 

our case-study as recall’s emphasis is on false neg-

atives. Precision and recall are combined into a sin-

gle score that seeks to balance both concerns, 

called the F-score: 

Accuracy = Correct Predictions/Total Predictions 

Precision = TruePositive/(TruePositive + False-
Positive) 
Recall = TruePositive/(TruePositive + FalseNega-
tive) 
F-score = 2 × Precision × Recall/(Precision + Re-
call) 

We additionally used a popular ranking metric: 

the receiver operating characteristic area under the 

curve (ROC-AUC). A ROC curve is a diagnostic 

plot analyzing the performance of a model, plotting 

the false positive rate against the true positive rate. 

The true positive rate is the recall (see formula 

above), alternatively called sensitivity. The false 

positive rate is calculated as: 

FalsePositiveRate = FalsePositive/(FalsePositive 
+ TrueNegative) 

The area under the ROC curve provides a sin-

gle score to summarize the plot that can be used to 

compare models. We adopted a standard 50% 

threshold, equivalent to the prior of our quasi-ex-

perimental approach. A no skill classifier will have 

a score of 0.5, whereas a perfect classifier will have 

a score of 1.0. The ROC AUC can be optimistic 

under a severe class imbalance, especially when the 

number of examples in the minority class is 

small[17]. That risk is minimized with our balanced 

dataset. 

Cross-entropy is perhaps the most common 

metric used to evaluate predicted probabilities for 

binary classification, measured as LogLoss or the 

negative log likelihood[17]. LogLoss summarizes 

the average difference between two probability dis-

tributions: observed vs. predicted. A perfect classi-

fier has a LogLoss of 0.0, with worse values being 

positive up to infinity. For a binary classification 

dataset where the observed values are y and the pre-

dicted values are ŷ, LogLoss can be calculated as 

follows: 

LogLoss = −((1 − y) × log(1 − ŷ) + y × log(ŷ)) 
We conducted power calculations using the 

online calculator of the statistics department of the 

university of British Columbia. Power calculations 

perform these operations: 1) estimate the average 

probability estimated by the model for both ob-

served classes; 2) determine whether the two out-

comes are different subtracting the averages; 3) test 

the null hypothesis against the alternative hypothe-

sis and determine type II error probability (power); 
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and 4) establish how large must the sample be to 

ensure that observed effect is due to relevant co-

variates, rather than to lack of precision in esti-

mates. Based on early versions of this study, we 

conducted power calculations to determine the 

sample size for desirable statistical power and sig-

nificance[58], setting both close to 100%. We thus 

proceeded to sort and filter the thirty-four highest 

FRP retrievals for each fire season, in each stratum 

of interest. 

We run all the performance tests for probabil-

ity estimation (probability reliability, accuracy 

metrics, AUC-ROC and power calculations) on the 

model output obtained through time series cross-

validation, to simulate the performance of the 

model as is walks-forward when deployed in real-

time and gauge a realistic expectation about the 

performance of this advisory system in deployment. 

We included ex-post power calculations to ensure 

that the β parameter is as low as expected using out-

of-sample estimated probabilities. 

3. Results 

3.1 Solving the classification problem: Reg-

ularizing and evaluating the model 

To assess the added value of the approach pre-

sented here, we established a baseline using all the 

available fire-danger indices to determine the prob-

ability of observing the outcome of concern. The 

first run included the five indices and obtained a 

recall of 65%, a respectable edge over the 50% un-

skilled predictor. The only problem with this result 

is that it was obtained using highly inter-correlated 

fire danger indices (Figure 3). Multi-collinearity 

reduces statistical power by making coefficients 

unstable. The only compatible non-collinear (non-

redundant) fire danger indices were ERC and SC, 

which have the lowest correlation to each other, 

0.55 in our dataset, Figure 3 ranks the predictors in 

terms of importance, normalized to the most im-

portant one. The spread component is last because 

the output selected is mostly plume-dominated 

wildland fire: 

 
Figure 3. Relative importance of the baseline predictors and their correlations. 

We then used ERC and SC to model the prob-

ability of the outcome of concern. The most rele-

vant predictor, aided by the only non-collinear co-

variate available. We averaged the out-of-sample 

results of the twenty-fold cross-validation obtain-

ing a LogLoss: 0.65, ROC-AUC: 64%, Recall: 

61%, Precision: 60%, Accuracy: 60%, and F-score: 

60%. The probabilities of a type I or type II error 

were close to zero. So, ERC and SC make a good 

combination as they achieve the most reliable mod-

elling performance using only coarse resolution 

fire danger indices. 

After establishing this baseline, we proceeded 

to incorporate all the available predictor features, 

iterating the same procedure to select features and 

regularize the model: we introduced all the availa-

ble independent variables and then eliminated one 

by one the least important ones in each pair of var-

iables that exhibited a correlation near or above 0.6. 

We averaged the out-of-sample results of the 



 

12 

twenty-fold cross-validation obtaining a LogLoss: 

0.50, ROC-AUC: 85%, Recall: 77%, Precision: 

77%, Accuracy: 77%, and F-score: 77%. The prob-

abilities of a type I or type II error were close to 

zero, but all the out-of-sample performance metrics 

improved significantly. 

3.2 Probability calibration 

To assess the reliability of the random forest’s 

probability output, this is routinely compared to the 

observed probabilities as frequency of occurrence 

within the binned target variable[17]. Charting the 

probability calibration curve using the out-of-sam-

ple predicted probability obtained from the twenty-

fold cross-validation returned a s-shaped distribu-

tion typical of the random forest probability output 

(Figure 4), indicating that probability calibration 

may be in order prior to model deployment. We 

thus implemented probability calibration through 

the standard procedure using Platt-scaling[17], but 

this actually worsened LogLoss. We then tried to 

use random forest for this task and that slightly im-

proved the LogLoss score from 0.496 to 0.494. 

Figure 4 shows the probability calibration curve 

using random forest instead of logistic regression, 

with the result of reducing the typical s-shape. 

Henceforth we will show results for the calibrated 

probability estimation only. 

 
Figure 4. Probability calibration curve, uncalibrated (left), calibrated (right). 

3.3 Model interpretation: Features im-

portance 

After model regularization and probability 

calibration, we proceeded to interpret the model 

obtained. Figure 5 ranks the predictors in terms of 

importance, normalized to the most important one 

to facilitate interpretation. The three most im-

portant predictor features are related to fuels mois-

ture being NBR, ERC and the ratio of NBR to 

NDMI. The next two most important features are 

longitude and latitude, commonly used to 

downscale coarse weather variables such as tem-

perature and relative humidity. Multispectral vege-

tation indices can have a much higher resolution 

than weather forecast used to calculate fire-danger 

indices, estimating canopy characteristics such as 

foliar moisture. The normalized burn ratio (NBR) 

proved slightly more relevant to the outcome of 

concern than the normalized difference moisture 

index (NDMI). They highly correlate to each other 

(r = −0.97), so only one could be used in the model, 

while the non-collinear information carried by the 

NDMI could be rescued using the NBR/NDMI ra-

tio instead. NBR, ERC and the ratio of NBR to 

NDMI are the most important predictors in the 

model. The three of them relate to fuel moisture ig-

noring fuel type, just characterizing the canopy. In-

terestingly, the previous 12-month peak EVI 

(proxy for biomass accumulation) did not improve 

model’s performance metrics and correlated with 

NBR (−0.54), so it was removed from the predic-

tors’ array. The 8-day VIs products and the ERC 

usually change slowly (ERC requires seven days of 

data for its calculation). This slow change pace is 

compensated for by wind-derived features and the 
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SC, also to account for daily changes in fuel mois-

tures. Figure 5 shows the relative importance of 

each predictor in relation to the most important 

fuel-related feature (NBR). 

 
Figure 5. Relative importance or predictor features. 

The next two most important features are lati-

tude and longitude, while elevation follows closely, 

unsurprisingly, these three features (x, y, and z co-

ordinates) ranked consistently within the top pre-

dictors in all modelling explorations conducted for 

this study. They are among the most important in-

dependent variables also in regressive models used 

to statistically downscale temperature, relative hu-

midity, and other weather variables[59]. These pre-

dictors, along with the four least important predic-

tors in our model (terrain products) have their le-

gitimate place in the model because they contribute 

the same type of information required to downscale 

temperature and relative humidity, or ERC, and re-

late them to FRP outcomes. 

Proximity to human settlements and agricul-

tural activities influences fire hazard. These predic-

tors change slowly but significantly on a year-to-

year basis, especially the ever-expanding agricul-

tural frontier. Wind speed and wind/topography in-

teractions are more important than terrain products 

other than elevation. These predictors change by 

the hour and influence fire danger outcomes and 

fine fuels moisture, we aggregated them by the day. 

All predictors included in the regularized model 

correlate to each other within an acceptable range: 

−0.51 for latitude and longitude, 0.55 for SC and 

ERC, and 0.38 for ERC and NBR. The highest cor-

relation tolerated is 0.65 between slope and eleva-

tion, the decision to include slope followed thor-

ough testing how its inclusion impacted positively 

on all metrics, following the same procedure used 

for every doubtful correlated features. 

3.4 Out-of-sample model evaluation 

We first evaluated the performance out-of-

sample recursively, simulating real time deploy-

ment of the model, training the model on historical 

data (e.g., 2001–2010), and evaluating it on new 

data (e.g., 2011). We compared the performance of 

a rolling window, which grows as new historical 

data become available, as opposed to a sliding win-

dow that included only the most recent ten years. A 

rolling window performed slightly better than a 

sliding window to “walk-forward” the model. Ta-

ble 4 shows walk forward recall, which overall av-

eraged 75% out-of-sample in this time-series cross-

validation. We achieved comparable results using 

a twenty-fold cross validation, assessing all the per-

formance metrics of interest (Table 4). 

Table 4. Twenty-fold all metrics cross-validation and walk-forward accuracy validation using a rolling window. 

Random validation sets ROC-AUC Precision F-score Accuracy Recall 1 Recall 2 (W-F) 

Validation set 1 76% 66% 69% 68% 73% - 

Validation set 2 78% 67% 73% 70% 79% 

Validation set 3 80% 69% 74% 72% 80% 

Validation set 4 80% 70% 73% 71% 76% 

Validation set 5 80% 68% 75% 72% 84% 

Validation set 6 90% 81% 83% 83% 85% 

Validation set 7 89% 83% 79% 80% 75% 

Table 4. (Continued). 

Random validation sets ROC-AUC Precision F-score Accuracy Recall 1 Recall 2 (W-F) 
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Validation set 8 87% 80% 81% 81% 81% 
 

Validation set 9 92% 86% 86% 86% 85% 
 

Validation set 10 86% 82% 74% 76% 68% 

Validation set 11 83% 72% 75% 74% 79% 2011 77% 

Validation set 12 80% 68% 75% 72% 83% 2012 78% 

Validation set 13 82% 72% 75% 74% 78% 2013 75% 

Validation set 14 85% 77% 81% 80% 85% 2014 79% 

Validation set 15 84% 74% 78% 77% 82% 2015 75% 

Validation set 16 85% 84% 76% 78% 69% 2016 71% 

Validation set 17 89% 87% 77% 80% 69% 2017 77% 

Validation set 18 90% 89% 79% 81% 71% 2018 76% 

Validation set 19 87% 88% 76% 79% 67% 2019 70% 

Validation set 20 89% 89% 76% 79% 66% 2020 74% 

Out-of-sample 85% 78% 77% 77% 77% - 75% 

 

3.4.1 Solving the regression problem 

We solved the regression problem predicting 

fire radiative power with 86% r2 in sample, but the 

performance of the regression model out-of-sample 

was unsatisfactory, as shown in Figure 6. 

 
Figure 6. Modeled FRP in sample (left) and out-of-sample (right). 

3.4.2 Independent validation set 

We used an independent fire report dataset 

compiling official information from Peru (INDECI, 

n.d.) and Colombia (IDEAM, n.d.) with 50 and 58 

reports of fatalities and injuries caused by wildfires 

respectively (2003–2020). When issuing an early 

warning detailed information about fire hazard, es-

timation needs to be aggregated according to a 

meaningful administrative unit, being municipal 

governments usually the most directly responsible 

to respond to fire incidents. We thus aggregated the 

spatial data at about 56 km (four global forecast 

service pixels, as this is the main candidate weather 

forecast for real time deployment) around the offi-

cial coordinates of the fire incidents that reported 

fatalities and injuries. For the sake of model vali-

dation, we settled for a sufficiently coarse resolu-

tion to be relevant to most municipal administrative 

units. 

We compared our model’s false negative rate 

to those generated with a largely validated method-

ology for fire danger classification[8,9]. We aggre-

gated the four fire danger indices based on the ad-

jective classification percentile thresholds over the 

available 21 years climatology: low 0–60th, mod-

erate 60th, high 80th, very high 90th, and extreme 
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97th. Our model’s false negative rate was 30% 

failed forecasts at 50% probability hazard threshold. 

The false negative rates of BI, ERC, KBDI and 

FWI at the “high danger” (80th) or higher threshold, 

was 34%, 36%, 44% and 47%, respectively. Table 

5 shows these results. 

Table 5. Comparison of the hability to alert prior to a fatal of near-fatal wildfire incident in Colombia and Peru (2003–2020). 

Adjective classification BI ERC KBDI FWI 

N/108 Correct N/108 Correct N/108 Correct N/108 Correct 

Low 9 22% 10 30% 14 43% 21 48% 

Moderate 28 79% 29 72% 33 73% 30 77% 

High 29 79% 32 81% 23 74% 15 87% 

Very high  26 69% 24 71% 22 73% 26 77% 

Extreme 16 69% 13 69% 16 81% 16 63% 

 

We report the percentage of incidents cor-

rectly predicted with 50% probability or more by 

our fire-hazard model within each adjective fire-

danger class. The most important improvement can 

be noticed in the “low” and “moderate” fire danger 

categories, when established methods would not 

forecast fire danger. 

Error analysis revealed that our fire hazard 

forecasts worked almost perfectly in unimodal fire 

regimes, but false negative rates increased in bi-

modal fire regimes, observed in bimodal precipita-

tion regimes in parts of Colombia. This slice of data 

corresponding to markedly bimodal fire regimes in 

Colombia, is problematic also for more established 

methods, e.g., the BI adjective danger levels aver-

aged 2.9 in these instances, as opposed to 3.2 in the 

rest. 

Only three out of fifty instances were false 

negatives in Peru, most likely due to cloud cover 

not completely filtered in the eight-day MODIS 

products that we used to proxy canopy leaf mois-

ture. The NBR and the ratio of NBR to NDMI rep-

resent the first and the third most influential predic-

tors in the model, meaning that additional smooth-

ing of the original 8-day MODIS products is in or-

der. This input quality issue partly explains why the 

independent validation was almost perfect in drier, 

higher altitudes and failed more often in moist and 

cloudy lowlands. 

4. Discussion 

Most of the signal extracted from our data re-

lates to fuel moisture, robust to fuel type misclassi-

fication, in line with the established approach to 

calculate static maps of fire hazard where a generic 

model G is used[1,3,47]. Our results relate fuel dry-

ness with influence from wind to fire intensity out-

comes, echoing recent results of systematic re-

views and analysis of U.S. firefighters’ entrap-

ments and fatalities, where the ERC and BI histor-

ically highest local values effectively predict fire 

danger[8,9,15,16]. 

Our model is akin to statistical downscaling of 

wildfire hazard. This procedure resulted in a pre-

dictive model that improved OOS recall to 77% 

from the established baseline OOS recall of 61% 

that used only fire-danger indices as inputs. We sta-

bilized model performance by designing our data 

generation process around the need to ensure high 

statistical power, thus with an emphasis on secur-

ing a low false negative rate out-of-sample. The in-

dependent validation conducted on official fire-re-

lated fatalities and injuries generated 30% instead 

of 34% false negative rate, obtained classifying the 

burn index (BI) with the established percentile 

thresholds. We identified the need to generate bet-

ter optical products especially in areas with bi-

modal fire regimes. Those areas, corresponding to 

large parts of Colombia in the independent valida-

tion set, require to be explicitly included in the data 

generation process which in this study focused ex-

clusively on the main fire regime of the study area 

comprised between July and November. 

Our model can generate one reliable output: 

the probability that a wildfire may reach the near-

maximum FRP outcome locally possible. Forecast 

probabilities can be aggregated at any convenient 
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administrative scale for early warning, planning 

and management purposes. The model provides a 

hazard metric of straightforward interpretation, 

scaled between zero and one. Actual output values 

more usually vary within a smaller range oscillat-

ing around the 50% threshold. Readers can explore 

model outputs and MODIS fire detects ten days at 

a time using the second companion app to validate 

independent fire incidents datasets and wildfires of 

their interest. Both Google earth engine companion 

apps[60] can be accessed online[61,62]. 

5. Conclusions 

The model we developed confirms that ERC 

combined with SC provide the best combination of 

coarse descriptors of the environment to forecast 

fire hazard in the study area for the sampled fire 

intensity according to the block maxima strategy 

adopted. These results might have been expected 

since the ERC and the SC are the components of 

the Burn Index, the single most important synthetic 

index of the US National Fire Danger Rating Sys-

tem (see Appendix). The sampled outputs are 

mostly plume dominated fires. In addition to that, 

we were able to correctly predict most inde-

pendently collected fatal and near fatal fire inci-

dents improving the performance of established 

methods by inputting finer scale descriptors of the 

fire environment, along with the traditional fire-

danger indices, such as remotely sensed canopy 

characteristics, wind/topography interactions and 

topography. 

Bimodal precipitation regimes pose a specific 

challenge for fire danger forecast. As readers can 

explore in the first companion app, most fire activ-

ities in the study area took place in clearly uni-

modal precipitation regimes, with one clearly de-

fined fire-season. When canopy moisture is high 

year-round with two rain-seasons, and hence fire-

seasons, the main driver of fire wildfire hazard as 

we managed to model it (fuel moisture) does not 

respond to the more common pattern. This subset 

or slice of the data is currently underrepresented in 

our sample. Additionally, the main predictor of fire 

intensity is an optical multispectral index. We used 

8-day moving window MODIS products to derive 

the NBR, generated with cloud and shadow filters. 

The series is smooth but it still bumpy especially 

over the rainforest where the cloud cover affects 

detections the most. Further noise filtering could 

significantly improve the quality of the forecasts in 

these areas. 

The unsatisfactory solution to the regression 

problem (Figure 6) shows one more time how im-

portant it is to always evaluate predictive models 

out-of-sample. Although a walk-forward cross val-

idation is the most responsible manner to assess the 

reliability of a predictive model, a simple cross-val-

idation is likely to return basically the same results, 

but from a larger test set, making the most of the 

available data. We list below a possible research 

agenda identified by this study to develop a fully 

operational fire hazard product for the area of in-

terest: 

• Explicitly include uni- and bi-modal fire re-

gimes in the sampling procedure. 

• Improve input data by filtering noise in optical 

products to proxy canopy characteristics. 

• Use a suitable forecast product rather than re-

analysis data in order to assess how a wildfire 

hazard operational product could perform, 

given the data available in real time to fire an-

alysts. 

• Develop a climatology based on a time series 

of fire hazard probability for adjective classi-

fication. 

• Integrate the modelling of fire spreading po-

tential to merge static and dynamic wildfire 

risk metrics into better operational products. 
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Appendix 

Fire characteristics chart for the U.S. fire 

danger rating system 

The energy release component is considered a 

composite fuel moisture index as it reflects the con-

tribution of all live and dead fuels to potential fire 

intensity. Each daily calculation considers the past 

seven days in calculating the new number. Daily 

variations of the ERC are small as wind is not part 

of the calculation. The ERC is used as a tool for 

daily staffing and firefighters’ situational aware-

ness. NFDRS 1978 fuel model G is widely used to 

display ERC as it contains all the dead size class 

fuels and both the herbaceous and woody live 

fuels[47]. The spread component uses the original 

weighting factors, emphasizing the fine fuels that 

carry fire spread. Unlike ERC-G, heavy fuels are 

not included in the SC calculation, SC can vary 

greatly from one day to the next[47] (Figure A1). 

 
Figure A1. Fire characteristics chart for the U.S. fire danger rating system. 

 


