
Imaging and Radiation Research (2023) Volume 6 Issue 2 

doi: 10.24294/irr.v6i2.5757 

1 

Original Research Article 

Performance evaluation of YOLOv5 and YOLOv8 models in car 

detection 
Fatma Nur Kılıçkaya1,*, Murat Taşyürek2, Celal Öztürk3 

1 Department of Computer Technologies-Computer Programming, Technical Sciences Vocational School, University of 

Kayseri, Kayseri 38280, Turkey 

2 Department of Computer Engineering, University of Kayseri, Kayseri 38280, Turkey 

3 Department of Software Engineering, University of Erciyes, Kayseri 38039, Turkey 

* Corresponding author: Fatma Nur Kılıçkaya, fnurkilickaya@kayseri.edu.tr 

ABSTRACT 

Vehicle detection stands out as a rapidly developing technology today and is further strengthened by deep learning 

algorithms. This technology is critical in traffic management, automated driving systems, security, urban planning, 

environmental impacts, transportation, and emergency response applications. Vehicle detection, which is used in many 

application areas such as monitoring traffic flow, assessing density, increasing security, and vehicle detection in automatic 

driving systems, makes an effective contribution to a wide range of areas, from urban planning to security measures. 

Moreover, the integration of this technology represents an important step for the development of smart cities and 

sustainable urban life. Deep learning models, especially algorithms such as You Only Look Once version 5 (YOLOv5) 

and You Only Look Once version 8 (YOLOv8), show effective vehicle detection results with satellite image data. 

According to the comparisons, the precision and recall values of the YOLOv5 model are 1.63% and 2.49% higher, 

respectively, than the YOLOv8 model. The reason for this difference is that the YOLOv8 model makes more sensitive 

vehicle detection than the YOLOv5. In the comparison based on the F1 score, the F1 score of YOLOv5 was measured as 

0.958, while the F1 score of YOLOv8 was measured as 0.938. Ignoring sensitivity amounts, the increase in F1 score of 

YOLOv8 compared to YOLOv5 was found to be 0.06%. 
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1. Introduction 

Vehicle detection is a critical technology that finds many 

important applications today. It is getting stronger day by day with 

this technology and deep learning algorithms, and it is expanding its 

application area in many sectors. With the influence of technological 

advances in recent years, vehicle detection has an important place in 

traffic management, automatic driving systems, security, urban 

planning, environmental impacts, transportation, and emergency 

response applications. In this context, it is primarily used to monitor 

traffic flow, evaluate traffic density, and increase security. This 

information can be integrated into cities’ traffic management systems 

through traffic signals and security cameras. Bautista et al evaluated 

the performance of a CNN model in detecting and classifying vehicle 

entries captured by low-quality traffic cameras. Although typical 

models typically consider high-resolution inputs that provide some 

useful pattern information, applying low-resolution inputs for such 

purposes also performs effectively[1,2]. In addition, it plays an 
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important role in automatic driving systems (ADAS). These systems detect other vehicles around the vehicles 

and provide drivers with safety and comfort features such as collision prevention, lane following, and 

automatic parking. Tsai et al.[3] observed the emergence of the Advanced Driver Assistance System (ASDS), 

an application for driver guidance that resulted from the evolution of image sensors within the Driver 

Assistance System (SDS). A Collision Warning System (CUS) has been proposed to prevent vehicle collisions. 

For these applications to work, vehicles on the road must be detected[1]. It is also used for vehicle detection, 

security, and monitoring purposes in many areas such as public areas, parking lots, and private properties. This 

information can be used to detect potential threats and implement security measures. Javed et al.[4] proposed 

that future smart cities can harness several technological advancements including deep learning, the Internet 

of Things (IoT), Industry 5.0, 6G networks, robotic systems, and cyber security integration to address the 

challenges posed by sustainable urban development, population growth, and citizen demands. They have 

created a safe and sustainable standard of living. Additionally, it can be used to assess environmental impacts. 

For example, analyzing vehicle traffic in a particular area can help assess air quality and noise levels. Badach 

et al.[5] developed a method aimed at enhancing airflow in city design, managing pollution distribution, and 

reducing people’s exposure to air pollution. This method has been implemented in the cities of Antwerp, 

Belgium, and Gdansk, Poland. Its objective is to determine urban air quality management zones using 

geographical information systems. It is also used to understand traffic flow and improve urban transportation 

infrastructure. This information can help urban planners optimize infrastructure and create solutions to traffic 

problems. 

Kashyap et al.[6] emphasized the importance of traffic flow prediction within specific regions at 

predetermined time intervals, advocating for precise forecasting of this traffic flow. In their study, conducted 

in the context where traditional models are no longer adequate, they particularly focused on deep models, 

including Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Long Short Term 

Memory (LSTM), Restricted Boltzmann Machines (RBM), and Stacked Autoencoder (SAE). They addressed 

this technological evolution by examining learning architectures. In this context, they investigated how vehicle 

detection can contribute to making transportation systems more efficient and seamless by monitoring and 

analyzing traffic flow. This can reduce journey times and optimize energy consumption. Finally, detecting 

vehicles in traffic can help emergency responders get to the scene quickly. It is important to provide a faster 

response in case of an accident or emergency. On the other hand, recent developments in remote sensing 

technologies have offered new research opportunities, especially in the field of analysis and interpretation of 

satellite images. The main difficulty is the small size and large number of objects in satellite images[7]. This 

can cause information loss during convolution operations and make it difficult to distinguish features due to 

the viewing angle. Particular difficulties arise due to the different resolution levels for satellite images[7]. To 

overcome such difficulties, large volumes of satellite images are published in WMS format with GeoServer 

software, which has an open-source strategy that enables spatial data to be presented in geographic information 

systems. Then, satellite images presented in WMS format produced by GeoServer with the TileCache system, 

developed in Python and licensed under BSD, are saved in tile format by creating small images of 256 x 256 

dimensions. It is emphasized that vehicle detection is made with YOLOv5 and YOLOv8 technologies using 

the data obtained from these satellite images recorded in Tile format. YOLO (You Only Look Once) algorithms 

are deep learning methods that can detect objects in a single pass and exhibit high-speed performance. A 

comparison of YOLOv5 and YOLOv8 reveals the advantages of both algorithms in terms of vehicle detection 

performance in aerial images. This comparison aims to evaluate the strengths of both versions and the features 

that may be more effective in certain scenarios. 
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2. Related works 

Recent developments in remote sensing technologies have offered new research opportunities, especially 

in the field of analysis and interpretation of satellite images[8]. Various techniques have been proposed in the 

literature for vehicle detection and similar object detection in satellite images. In this work, the latest and 

relevant work in the field of object detection for satellite images is presented. Object detection or counting at 

the location obtained from a specific satellite image has become a highly demanded task that has become 

widespread with the innovations of technology in recent years[9]. A typical practice, as reported in the study of 

Liao et al.[9], is to estimate a retailer’s revenue by counting vehicles in parking lots daily or weekly. Since the 

number of cars in the parking lot correlates with the retailer’s revenue, it is possible to accurately detect and 

count vehicles in parking lots on a global scale and combine this data with other sources to predict the retailer’s 

profits before the annual/quarterly report is published. In addition, various AI applications, such as estimating 

retailer profits using Komissarov[10], satellite imagery, and predicting agricultural yields and prices, provide 

valuable tools for monitoring economic activity, estimating energy resources, and identifying poverty. They 

also estimated public health by tracking timely changes in the number of vehicles parked at hospitals[11]. 

Another study found at the Federal Polytechnic Oko in Nigeria, demand for inadequate parking spaces is a 

common problem in university campuses, polytechnics, monotechnics, and colleges of education[12]. These 

studies are made from high-resolution satellite images. Special difficulties may arise due to different resolution 

levels for satellite images[7]. The bird’s eye perspective of satellite photographs causes inherent differences in 

the scale and orientation of objects. Moreover, the background of satellite images is complex and the object 

area is small; therefore, small objects tend to be missing due to the difficulty of feature extraction. Overlays 

and aliasing of dense objects also affect detection performance. Although the self-sufficient attention 

mechanism has been introduced to detect small objects, the computational complexity has increased with the 

resolution of the image[13]. To overcome such difficulties, large volumes of satellite images are published in 

WMS format with GeoServer software, which has an open-source strategy that enables spatial data to be 

presented in geographic information systems. Then, satellite images presented in WMS format produced by 

GeoServer with the TileCache system, developed in Python and licensed under BSD, are saved in tile format 

by creating small images of 256 × 256 dimensions. It is emphasized that vehicle detection is made with 

YOLOv5 and YOLOv8 technologies using the data obtained from these satellite images recorded in Tile 

format. YOLO algorithms are deep learning methods that can detect objects in a single pass and exhibit high-

speed performance. In recent years, developments in remote sensing technologies and the design of satellite 

sensors have led to the emergence of new research topics in the field of remote sensing. 

Patel and Meduri[14] aimed to develop and test a CNN model for detecting people and vehicles using the 

YOLO framework. It provides a method that helps with automatic parking area detection. The method 

produces detection results that require no human intervention but are verifiable by humans and can 

significantly reduce the time spent tagging thousands of parking spaces. This approach can achieve an 86% 

reduction in human effort. Additionally, accuracy can be further improved with a higher frame rate and vehicle 

tracking algorithm improvements. In the future, studies can be conducted on combining this method with 

traditional low-level thresholding techniques, thus increasing the overall performance. In conclusion, this work 

provides a scientific contribution to the process of detecting parking spaces and has the highest performance, 

especially in a busy parking area, which can achieve up to a 90% reduction in human effort. Ammar et al.[7] 

discussed the comparison of Faster R-CNN, YOLOv3, and YOLOv4 methods for vehicle detection on aerial 

images. For the Stanford dataset; Faster R-CNN achieved a 42% F1 score, YOLOv4 achieved a 32% F1 score 

and YOLOv3 achieved a 34% F1 score. For the PSU dataset; Faster R-CNN achieved an 84% F1 score, 

YOLOv4 achieved a 95% F1 score, and YOLOv3 achieved a 96% F1 score. He found that the performance of 

YOLOv3 deteriorates as the difference in image resolution between training and testing data increases. Putra 

et al.[15] presented a system that provides real-time person and vehicle detection. This modified YOLO-based 
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system is capable of detecting small objects, offering good detection accuracy and real-time operation. 

Modifications using 11 × 11 grid cells make it possible to accurately detect small-sized people and vehicles. 

Arruda et al.[16] emphasized the use of deep learning techniques to address object detection tasks, highlighting 

that these techniques relied on the training dataset. However, since the training dataset must be similar to the 

images in the target task, the process of acquiring the dataset often involves labeling the images, which is a 

time-consuming and costly process. Wang et al.[17] aimed to detect ridesharing vehicles among other vehicles 

based on the movement traces of these vehicles by utilizing the transfer learning method. CoTrans offering a 

framework that can be adapted to transfer learning tasks that involve a two-stage structure. In the first stage, 

using taxi and bus data, a random forest (RF) classifier is learned based on the projection features shared by 

these vehicle types. This RF classifier is then used to label all candidate vehicles. In the second stage, a 

convolutional neural network (CNN) classifier is learned to identify ride-sharing vehicles using high-

confidence labels. RF and CNN classifiers are developed iteratively through the learning process with the 

feature set. As a result, ridesharing vehicles are identified in the candidate vehicle pool using the combined 

results of RF and CNN. Kashyap et al.[18] developed an artificial intelligence study for car brand and model 

prediction. In this study, BDCNN (Binary Dense Convolutional Neural Network), a model used in the field of 

Computer Vision, was used. BDCNN is a type of convolutional neural network that has achieved high success, 

especially in binary classification tasks. Research has shown that Convolutional Neural Network achieves 

higher accuracy than other networks on automobile datasets, and the main reason for this success is the 

extraction of binary descriptive features using edge detection before training the CNN. Xu et al.[19] focused on 

vehicle detection in the field of computer vision, especially through camera images. They stated that while 

vehicle detection systems can achieve good detection performance, reliable detection is challenging due to 

factors such as vehicle proximity, changing light conditions, and environmental visibility. To address these 

problems, a model called CDCDMA (Cross-Domain Car Detection Model with integrated convolutional block 

Attention mechanism) was introduced, and it was shown that this model increased the cross-domain vehicle 

detection performance by 40% and surpassed other models in cross-domain vehicle recognition. Although 

vehicle detection in satellite images has a significant area in the literature, Yolo comparison from high-

resolution satellite images is rare. This study introduced a new approach to accurately detecting vehicles and 

their spatial location in high-resolution satellite images and achieved a high success rate. 

3. Methods and material 

Within the scope of this study, a comparison of GeoServer, TileCache, and Yolo technologies, which 

concern different disciplines, was made to detect building objects from large-volume satellite images together 

with their real locations on the earth. Therefore, in this section, information about GeoServer and TileCache is 

first presented, and then YOLO techniques are discussed. 

3.1. GeoServer 

GeoServer is an open-source map server software for geographic information systems (GIS) applications. 

Being fully compliant with Open Geospatial Consortium (OGC) standards, it provides an ideal platform to 

access different geospatial data sources and distribute this data through standard OGC services. As a result, it 

offers users a simple and flexible framework for creating and sharing cartographic representations[20]. 

3.2. TileCache 

TileCache system is used to increase the performance of large data sets in map systems. WMS servers 

such as GeoServer regenerate relevant fields with each request, which may cause performance loss. The 

TileCache system converts the data published as WMS into images of predetermined sizes and saves them to 

disk. These images can be presented quickly using the zoom, latitude, and longitude information of the area 

requested by the user. The TileCache system provides performance advantages, especially when presenting 
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large raster data sets[21]. 

3.3. You only look once (YOLO) 

The growth of computer vision is crucial for the development of contemporary information 

technologies[22]. Object recognition is an important issue in the field of computer vision, and various machine 

and deep learning models are used to achieve higher performance. Two-stage object detection detectors, which 

were common in the past, have been left behind with the development of single-stage detectors. The Yolo 

algorithm stands out by showing superior performance compared to similar two-stage algorithms, especially 

in the field of object detection. The ability to simultaneously predict bounding boxes in the image and classes 

of objects in these boxes using a single convolutional network is an important feature that distinguishes the 

Yolo algorithm from other models. The architecture of YOLO is shown in Figure 1. This approach, unlike 

sliding window or region recommendation based models, provides the advantage of seeing and processing the 

entire image during the training and testing stages. Its simple structure and high processing speed have made 

the YOLO algorithm a preferred solution, making it a breakthrough in object detection[23]. 

 
Figure 1. The structure of YOLO[24]. 

3.3.1. YOLOv5 

YOLOv5’s model layout has undergone significant changes to its standard architecture. The new layout 

includes three main components: the backbone, neck, and head. Darknet 53 is used as the main body of 

YOLOv5. This architecture performs feature extraction by focusing on small filter windows and redundant 

connections[25,26]. The neck acts as a connecting element between the main body and the head and is designed 

to collect and refine the features extracted by the main body. This process focuses on the increase of spatial 

and semantic information at various scales[27]. The head of YOLOv5 consists of three branches that predict 

features at different scales. Each heading produces bounding boxes, class probabilities, and confidence scores. 

Additionally, the network uses the Non-maximum Suppression (NMS) algorithm to filter out overlapping 

bounding boxes[27]. 
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The architecture of YOLOv5 is as shown in Figure 2. It includes modular structures such as the main 

body and neck, CBL module, and Bottle Neck CSP module. The neck amplifies three feature layers extracted 

from the main body, transmits semantic information from higher layers to the lower layer, and combines with 

the localization information from the lower layer, performing bottom-up feature fusion; This process creates a 

double feature pyramid. YOLOv5 creates a Combined Head (CH) using a classifier and a regressor and 

simultaneously predicts classes, object presence, and connectors through dimensional convolution layers[28]. 

 
Figure 2. The structure of YOLOv5[27]. 

3.3.2. YOLOv8 

YOLOv8 is the latest model in object detection model architectures that replaces YOLOv5 and includes 

various improvements. Developed by the company Ultralytics, YOLOv8 differs from YOLOv5 by introducing 

two new neural networks a Feature Pyramid Network (FPN) and a Path Aggregation Network (PAN). It also 

introduces a new tagging tool to simplify the tagging process. This tool includes useful features like auto-

tagging, shortcut tagging, and customizable hotkeys, making tagging images easy[26]. FPN works by increasing 

the number of feature channels while reducing the spatial resolution of the input image. This allows the creation 

of a feature map capable of detecting objects at different scales and resolutions. PAN architecture, on the other 

hand, can combine features from different network levels through hop connections. As a result, the network 

can more effectively capture features at different scales and resolutions, which is critical for accurately 

detecting objects of different sizes and shapes. YOLOv8 includes five different versions: YOLOv8n (nano), 

YOLOv8s (small), YOLOv8m (medium), YOLOv8l (large) and YOLOv8x (extra large). Each version offers 

different scales of parameter counts and computational power to suit a variety of applications. 
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The architecture of YOLOv8 is as shown in Figure 3. YOLOv8 supports various imaging tasks such as 

object detection, segmentation, pose estimation, tracking, and classification. In the output layer of the model, 

the sigmoid function is used for the object presence score, and the softmax function is used for class 

probabilities. YOLOv8 uses CIoU and DFL loss functions for bounding box losses and binary cross-entropy 

for classification losses. These loss functions improve object detection performance, especially when dealing 

with small objects[23,25]. YOLOv8 also includes a semantic segmentation model called YOLOv8-Seg. This 

model has a CSPDarknet53 feature-extracting main body and uses the C2f module instead of the traditional 

YOLO neck architecture. YOLOv8-Seg maintains high speed and efficiency while achieving superior results 

across a variety of object detection and semantic segmentation metrics[25]. 

 
Figure 3. The structure of YOLOv8[29]. 

3.4. Experimental evaluation 

In this research, YOLOv5 and YOLOv8 architectures, which are methods involving deep learning, were 

used. Deep learning will be applied to vehicle detection in satellite images. This study focuses on comparing 

the performance of both architectures. 
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3.4.1. Data set and preprocessing 

Within the scope of this research, large-scale satellite images were utilized. A total of 1614 satellite 

images were used, with 60% of them, equivalent to 1000 images, allocated for labeling as training and 

validation data. From these, 80% (793 images) were designated for training, while the remaining 20% (207 

images) were set aside for validation. The remaining 40%, equivalent to 614 images, were designated as test 

data for running predictions with the network. Compressed in ECW format, image occupied 20 GB of storage 

space on computer networks. Subsequently, the configuration details used to convert the ECW view, where 

GeoServer was integrated, into a tile layout are shown in Table 1. 

Table 1. TileCache configuration. 

Type WMS 

URL http//lacalhost:8082/geoserver/wms?layers=2020uydu_3857 

extension png 

size 256 × 256 

srs EPSG: 3857 

levels 22 

bbox −20,037,508.34, −20,037,508.34, 20,037,508.34, 20,037,508.34 

maxResolution 156,543.0339 

extent_type loose 

Table 1 is a list of the layer names that GeoServer supplied. It should now be possible to identify which 

particular GeoServer layer is being accessed. The term “type” refers to information related to GeoServer’s 

service, wherein GeoServer provides data as a Web Map Service (WMS). This service’s data is transformed 

into pre-sized images via the TileCache system. The server location where the WMS service is hosted is 

included in the URL. The term “localhost” is often used to refer to the address of the local machine, since 

GeoServer is usually installed on a local computer. The tiling layout will be saved in the computer’s disk 

system in the format chosen by the extension argument; commonly, jpeg and png formats are used in this 

regard. While JPEG format is more frequently used for satellite photos with less ideal backdrops, PNG format 

is recommended, particularly for crisp photographs. JPEG format was therefore chosen for this investigation. 

The value option establishes the tiled image’s dimensions; 256 is the most widely utilized value in this case. 

One of the most often used projection systems for two-dimensional maps is EPSG:3857, which is identified 

by the Srs parameter as the projection server for the tiled view. The Web Mercator projection is another name 

for this projection organization. The cylindrical map projection known as the Web Mercator projection in 

academic contexts is based on an equator-aligned tangent spheroid that is calculated using formulas. The zoom 

level at which the tiling process will take place is determined by the Levels option. The variable 𝑧’s maximum 

possible value is specified by this argument. To enable universal accessibility for tile pictures in EPSG:3857, 

standard global restrictions are followed for the bounding box parameter. In the meantime, the highest level of 

resolution is defined by the max resolution parameter. The srs and bbox parameters’ limitations should be 

compared in order to determine this value. To establish this value as common practice, it is usually used as the 

default setting. The Extent_type parameter is used when the desired limits are empty of data; setting it to ‘loose’ 

guarantees that blank pictures will be created in the event that the WMS source is unable to provide data for 

the designated limits. 

3.4.2. Object detection performance of the methods 

Object detection algorithms have an important place in the field of computer vision, and evaluating the 

performance of various models in this field is a critical step in developing effective and reliable solutions for 

real-world applications. In this context, the comparison of prominent models such as YOLOv5 and YOLOv8 
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has become an important research topic. In this study, the F1 score was used to evaluate the object detection 

abilities of both models. 

An overview of the differences in object detection performance between the YOLOv5 and YOLOv8 

algorithms is shown in Table 2. At first glance, it is clear that YOLOv5 attains a higher accuracy of 0.928, 

suggesting that the model yields findings that are generally more correct. On the other hand, YOLOv8 does 

rather well, with an accuracy of 0.894, which is little less than that of YOLOv5. The focus then shifts to 

measurements related to recall and precision. Recall shows the percentage of true positives found, whereas 

precision shows the ratio of genuine positives to all positive predictions. The results show that YOLOv5 

achieves better recall (0.969) and precision (0.947), indicating fewer missed detections and false positives. 

Despite YOLOv8’s comparatively high recall (0.944) and precision (0.931) results, it is important to recognize 

the advantage YOLOv5 has in these measurements, as shown in Figure 4. 

Table 2. YOLOV5 and YOLOV8 model performance. 

Approach Total TP FP FN TN Accuracy Precision Recall F1-Score 

YOLOv5 1139 1105 139 61 35 0.928 0.947 0.969 0.958 

YOLOv8 1154 1086 129 80 64 0.894 0.931 0.944 0.937 

YOLOv5 (not FP) 1139 1105 139 0 35 0.972 1 0.969 0.984 

YOLOv8 (not FP) 1154 1086 129 0 64 0.949 1 0.944 0.971 

TP = true positive; FP = false positive; FN = false negative; TN = true negative; accuracy = TP + TN/TP + TN + FP + FN; precision 

= TP/TP + FP; recall = TP/TP + FN; F1 score = 2* precision * recall/precision + recall. 

An overview of the differences in object detection performance between the YOLOv5 and YOLOv8 

algorithms is shown in Table 2. At first glance, it is clear that YOLOv5 attains a higher accuracy of 0.928, 

suggesting that the model yields findings that are generally more correct. On the other hand, YOLOv8 does 

rather well, with an accuracy of 0.894, which is little less than that of YOLOv5. The focus then shifts to 

measurements related to recall and precision. Recall shows the percentage of true positives found, whereas 

precision shows the ratio of genuine positives to all positive predictions. The results show that YOLOv5 

achieves better recall (0.969) and precision (0.947), indicating fewer missed detections and false positives. 

Despite YOLOv8’s comparatively high recall (0.944) and precision (0.931) results, it is important to recognize 

the advantage YOLOv5 has in these measurements, as shown in Figure 4. 

 
Figure 4. YOLOv5 vs. YOLOv8: Object detection performance comparison. 

The performance values of the YOLOv5 and YOLOv8 models are summarized in Table 2. The YOLOv5 

model is 1.63% greater in precision than YOLOv8. The difference in the recall value of the YOLOv5 model 

is larger than that of YOLOv8 and is 2.49%. The obtained experimental results offer an interesting perspective 
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when compared with the F1 scores measuring the performance of YOLOv5 and YOLOv8 models. It has been 

observed that the F1 score of your YOLOv5 model is higher than that of your YOLOv8 model. The F1-score 

value of the YOLOv5 model is 2.05% larger than that of YOLOv8. In our research, it was determined that the 

higher sensitivity of YOLOv8 was the source of the difference between F1 scores. For this reason, the precision 

values of the objects that were not included in each image and those labeled due to sensitivity were recalculated, 

and these values are given in Table 2. We found that when the sensitivity factor was eliminated, the F1 score 

difference between YOLOv5 and YOLOv8 decreased from 0.020 to 0.013. This analysis shows that YOLOv8 

provides greater precision than YOLOv5. YOLO object detection algorithms are generally effective in real-

time object detection tasks. The F1 score stands out as a metric that evaluates both the accuracy and precision 

of the model. A high F1 score reflects the model’s ability to successfully detect both true positive predictions 

and true positive examples. Comparison of YOLOv5 and YOLOv8 models in examining technological 

approaches in object detection is given in Table 3. 

Table 3. Comparison of YOLOv5 and YOLOv8 models: Examination of technological approaches in object detection. 

 YOLOv5 YOLOv8 

Phases Train, Validation, Test Train, Validation, Test 

Neural network type CNN CNN 

Backbone feature extractor Darknet CSPDarknet53 

Location detection Grid-based Grid-based 

Number of anchors boxes 3 3 

Default anchors sizes Various sizes Various sizes 

IoU thresholds 0.5, 0.6, 0.7, 0.8, 0.9 0.5, 0.6, 0.7, 0.8, 0.9 

Loss function YOLOv5 Loss Function YOLOv8 Loss Function 

Table 3. (Continued). 

 YOLOv5 YOLOv8 

Input size Various sizes Various sizes 

Momentum 0.937 0.937 

Weight decay 0.0005 0.0005 

Batch size 64 64 

Precision 0.947 0.931 

Recall 0.969 0.944 

F1 score 0.958 0.937 

The comparison between YOLOv5 and YOLOv8 models showcases advanced technological approaches 

in the field of object detection. Both models embrace deep learning-based Convolutional Neural Network 

(CNN) architectures and follow the same training, validation, and testing procedures. They employ a grid-

based method for localization and use the same number of anchors, albeit with different default anchor sizes. 

Additionally, they operate with similar IoU thresholds and share the same weight decay and momentum values. 

However, they exhibit differences in performance; for instance, YOLOv5 demonstrates higher precision and 

recall values. This comparison contributes to understanding the decisive factors in the model selection process 

when evaluating advancements in object detection. 
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Figure 5. YOLOv5 detection results. 

The results of the satellite image training applied to YOLOv5 and YOLOv8 models are given in Figures 

5 and 6. Figure 5 shows the detection results of YOLOv5. YOLOv5 was used to detect cars and the scores 

obtained reflect the high accuracy rates of the model in object recognition.  

Figure 6, shows the detection results of YOLOv8. The model was used to detect cars using YOLOv8 and 

the scores obtained indicate the high accuracy levels of the model in recognizing objects. 
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Figure 6. YOLOv8 detection results. 

 
Figure 7. YOLOv5 performance results. 

Figure 7, demonstrates that the YOLOv5 model exhibits successful performance during its training 

process, characterized by decreasing loss values, improving metrics, and a declining learning rate. The analysis 

focuses on examining the loss values on both the training and validation sets, which serve as indicators of the 

model’s performance. Decreasing loss values signify an improvement in the model’s learning process. The 

graph illustrates a progressive decrease in loss values over time for both training and validation sets, indicating 

enhanced learning efficiency. In Figure 7, following an initial increase in the val/obj_loss value, there is a 
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subsequent decrease over time, indicating an augmentation in the learning rate. 

 
Figure 8. YOLOv8 performance results. 

Figure 8 demonstrates that the YOLOv8 model exhibits successful performance during its training 

process. This is characterized by decreasing loss values, improving metrics, and a declining learning rate. The 

decreasing loss values compared to YOLOv5 indicate that the model performs the learning process better. In 

Figure 8, the val/obj_loss value shows a consistent decrease, indicating that the learning rate is better 

compared to YOLOv5. Precision, Recall, and other performance results are shown graphically in Figures 6 

and 8. It is known that the performance values of YOLOv5 and YOLOv8 models increase until the last epoch 

in the graphs. When the characteristics of the graphs in Figures 6 and 8 are examined, it can be seen that the 

training process does not lead to overfitting and underfitting situations. This shows that the deep learning 

process occurs smoothly. 

4. Results 

Based on the research results, YOLOv5 and YOLOv8 models are known to successfully detect cars in 

satellite images. There are differences in performance values when it comes to car detection. Deep learning 

models, especially algorithms such as YOLOv5 and YOLOv8, show effective vehicle detection results with 

satellite image data. According to the comparisons, the precision and recall values of the YOLOv5 model are 

1.63% and 2.49% higher, respectively, than the YOLOv8 model. The reason for this difference is that the 

YOLOv8 model makes more sensitive vehicle detection than the YOLOv5. In the comparison based on the F1 

score, the F1 score of YOLOv5 was measured as 0.958, while the F1 score of YOLOv8 was measured as 0.938. 

Ignoring sensitivity amounts, the increase in the F1 score of YOLOv8 compared to YOLOv5 was found to be 

0.06%. In conclusion, while YOLOv5 and YOLOv8 models demonstrate high performance in terms of F1 

score, there is a noticeable difference in the precision criterion, favoring YOLOv8. This observation suggests 

that YOLOv8 achieves object detection with higher precision, leading to a lower rate of detection in the F1 

score compared to YOLOv5. The highlights of this study include the wide range of applications of vehicle 

detection technology, the effective results obtained through the use of deep learning models, and the 

contributions of this technology in the fields of urban planning, traffic management, and security. 
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