
Imaging and Radiation Research 2024, 7(1), 5700. 

https://doi.org/10.24294/irr5700 

1 

Article 

Collaborative intelligent decision systems for safe and reliable AI-assisted 

medical image diagnostics 

Serge Dolgikh 

National Aviation University, 25005 Kropyvnytskyi, Ukraine; serged.7@gmail.com 

Abstract: The cost of diagnostic errors has been high in the developed world economics 

according to a number of recent studies and continues to rise. Up till now, a common process 

of performing image diagnostics for a growing number of conditions has been examination by 

a single human specialist (i.e., single-channel recognition and classification decision system). 

Such a system has natural limitations of unmitigated error that can be detected only much later 

in the treatment cycle, as well as resource intensity and poor ability to scale to the rising demand. 

At the same time Machine Intelligence (ML, AI) systems, specifically those including deep 

neural network and large visual domain models have made significant progress in the field of 

general image recognition, in many instances achieving the level of an average human and in 

a growing number of cases, a human specialist in the effectiveness of image recognition tasks. 

The objectives of the AI in Medicine (AIM) program were set to leverage the opportunities and 

advantages of the rapidly evolving Artificial Intelligence technology to achieve real and 

measurable gains in public healthcare, in quality, access, public confidence and cost efficiency. 

The proposal for a collaborative AI-human image diagnostics system falls directly into the 

scope of this program. 
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1. Introduction 

The cost of diagnostic errors has been high in the developed world economics 

according to a number of recent studies and continues to rise [1]. Up till now, a 

common process of performing image diagnostics for a growing number of conditions 

has been examination by a single human specialist (i.e., single-channel recognition 

and classification decision system). Such a system has natural limitations of 

unmitigated error that can be detected only much later in the treatment cycle, as well 

as resource intensity and poor ability to scale to the rising demand [2]. At the same 

time Machine Intelligence (ML, AI) systems, specifically those including deep neural 

network and large visual domain models have made significant progress in the field 

of classification and recognition of complex data, in many instances achieving the 

level of an average human and in a growing number of cases, a human specialist in the 

effectiveness of image recognition tasks [3,4].  

Machine Intelligence models and systems (ML, AI) have a number of essential 

strengths, such as: stability and resilience with respect to the environmental factors 

and influences; superior operating performance in both time and volume; shorter 

training time and time to operation; accuracy in execution of intelligent tasks 

approaching and in a growing number of applications surpassing that of a human 

specialist; cost efficiency in operation. In a number of applications, ML/AI systems 
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demonstrated the ability to identify characteristic types or “concepts” in complex 

realistic data [5,6] that can be instrumental in the analysis and description of its 

information structure.  

On the other hand, integration of machine intelligence models in essential and 

critical public interest applications which include public health care is less than 

straightforward and can be impeded by insufficient understanding of the processes that 

lead to their decisions (explainability and trust challenges [7,8]), preparedness of the 

public and general public trust, dependence on large bodies of trusted data describing 

the domain in sufficient detail and others.  

A promising avenue in harnessing the power and the potential of machine 

intelligence in public interest applications has been developed over the years in the 

area of collaborative intelligent systems [9,10]. An inherent promise of this approach 

is the potential to use the machine and human intelligences in a collaborative process 

that used the respective strengths of each type while mitigating their downsides. It was 

shown that by designing decision systems in such a way that both human and machine 

components could contribute to the success of the resulting decision, a synergetic 

effect can be achieved with significant improvement in the accuracy, and as a 

consequence, a noticeable reduction in the diagnostic error and the associated with it 

cost [11].  

The objectives of the AI in Medicine (AIM) program [12] were set to leverage 

the opportunities and advantages of the rapidly evolving Artificial Intelligence 

technology to achieve real and measurable gains in public healthcare, in quality, access, 

public confidence and cost efficiency. The proposal falls directly into the scope of this 

program.  

2. Drivers of AI integration in public health care  

The justification for the research in collaborative AI-human decision systems, as 

was briefly mentioned previously, is based on four drivers creating an opportunity for 

a successful integration of Machine Intelligence technology in the tasks of image 

diagnostics in the public healthcare system, with the potential to improve, measurably 

and significantly, the accuracy and productivity of the diagnostics tasks and processes.  

Cost and Resources: rising cost of diagnostic errors and constraints on available 

resources in public healthcare systems.  

Technology: recent advances in Machine Intelligence technology, bringing the 

level of image recognition success to that of a human.  

Complementarity: complementary, mutually contributing and complementing 

nature of human and machine intelligences creates an opportunity for cooperative and 

collaborative work process with improved outcomes in the targeted tasks.  

Trust and safety: the solution has to have uncompromised safety and full human 

control over the resulting decision.  

The drivers and opportunities associated with them set the foundation for a 

collaborative, joint decision framework of human and machine intelligences that can 

use the strengths of either while mutually compensating for the limitations and 

shortcomings, to improve the outcome of the collective decision in image diagnostic 

tasks. The potential and the window of opportunity for the development and 
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integration of collaborative AI-human intelligent decision systems is illustrated in 

Figure 1.  

 

Figure 1. Drivers for the advent of synergetic collaborative AI-human decision systems.  

The drivers described above lay the ground and provide the incentive for research 

into intelligent systems that could harness the strong sides of either type of intelligence 

to produce superior outcome, within the framework of expectations and requirements, 

to the use of either system on its own.  

3. Complementarity and synergetic potential of collaborative 

intelligent systems  

A collaborative intelligent decision system outlined in this article is based on the 

observation that due to the complementary nature of the human and machine 

intelligences they may not be expected to make “many” mistakes in the same situations 

and cases; and as a consequence, an opportunity emerges for the creation of synergetic 

intelligent systems where human and machine channels would be able to complement 

and correct each other.  

For example, a human practitioner can be tired, stressed or temporarily distracted 

[13] whereas the Machine Intelligence component of the system would not be affected 

by these factors. On the other hand, a machine system can make spurious classification 

mistakes, “hallucinations” [14] that are easily detected by a human specialist.  

These and other constituent parts of the complementarity of the human and 

machine intelligences are based on the fact that, while being capable of achieving high 

degree of accuracy in recognition tasks, humans and machine systems learn differently, 

with different data, in quite different ways and processes, and so on, as described in 

the Figure 2 below.  
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Figure 2. Essential differences between human and machine intelligences.  

Based on the observations discussed above, obtaining the decision inputs of both 

human practitioner and a machine intelligence system (Automated Recognition 

System) and combining them in producing the diagnostic decision can help in 

detecting possible errors of the either component, and improve, to a significant extent 

according to the published research [11], the outcome of the collaborative decision.  

To this end, in the proposed approach, a collaborative AI-human intelligent 

system with parallel decision channels is envisioned, that is expected to take full 

advantage of the strengths of the human and machine intelligences while mitigating 

the chance of error in a combined effort to achieve the best diagnostic outcome. This 

is achieved by a multi-channel concurrent intelligent decision process that mitigates 

the probability of a decision error to the second power of the probability of error in a 

conventional diagnostic workflow.  

This solution is illustrated in a possible architecture of a collaborative decision 

system with parallel human and machine channels that make independent decisions 

on the provided inputs, for an example in our case, diagnostic images. Considering the 

diagram of the high-level architecture of such a system illustrated in Figure 3, one can 

observe that the following scenarios are possible in the first, concurrent phase of the 

collaborative system: 

 

Figure 3. Collaborative AI-human intelligent decision system with concurrent channels.  
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A. Both human specialist and the machine system produce an erroneous decision. 

It could be a complex or rare case, where could struggle and err simultaneously or a 

random coincidence of errors of the components (channels). In that case, one can 

expect that due to complementary nature of human and machine intelligences 

discussed above, this possibility would be suppressed as roughly the multiple of the 

failure (i.e., error) rates of the components. This case would produce a wrong 

diagnostic decision, and a diagnostic error.  

B. The channels agree on a correct decision. The decision is accepted in as the 

final one with no need for second opinion or verification.  

C. This scenario can transpire if the initial decisions of the channels “disagree”; 

then the final decision is referred to a human expert in the diagnostic area. This case 

can produce an erroneous result only if the expert and one of the channels err 

simultaneously (i.e., on the same case, input); then, the error of the final decision will 

be strongly suppressed in this case as well.  

As can be concluded, in this case an error of the final diagnostic decision will be 

suppressed at least to the second power of the characteristic error of an individual 

channel. The benefit of the collaborative process comes afore most in the case of 

mixed decisions, whereby erroneous decisions by individual channels are “caught” by 

the concurrent channel and referred to an expert arbiter in the area/condition (Figure 

4).  

 

Figure 4. Reducing diagnostic error via intelligent collaboration of concurrent decision channels.  

The analysis above demonstrates that integration of a concurrent machine 

intelligence system can indeed improve the outcome of essential and critical decision 

via a mechanism of suppression of routine errors and reinforcement of correct 

decisions.  

In contrast, in the conventional “single link” diagnostic workflow, the possibility 

of an erroneous diagnostic decision is not suppressed by any mechanism and it may 

not be detected until much later in the treatment cycle [15].  

The proposed system would have a potential to eliminate many or most of routine 

errors that can account for majority of diagnostic errors and can have the following 

advantages, compared to conventional “single chain” diagnostics workflows.  

⚫ Quality: significant improvement in overall accuracy of diagnostics decisions and 

associated reduction in the follow up spending in the system, improved patient 

care and overall quality.  
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⚫ Performance: improves throughput of the diagnostic tasks through the system; 

balanced and scalable operational model, fully compatible with distributed, high 

performance and outstanding quality operational models of public service 

delivery.  

⚫ Stimulate optimal use of the expert resources only in those cases that require their 

attention and expertise.  

⚫ Safety and trust: retained full human control over the diagnostic decision.  

⚫ Cost efficiency: small cost of development, deployment and operation compared 

to massive cost saving in the health system to due reduced error and improved 

outcomes.  

⚫ Flexibility: the solution is adaptable to different conditions and types of input 

data and can be transferred to different areas of integration of Machine 

Intelligence in medical applications, as well as collaborative decision systems in 

other areas of application.  

The potential for improvement described above can be attributed to the emerging 

opportunity to combine the strengths and advantages of human and machine 

intelligences for a significant improvement in the quality of diagnostic decisions over 

the current practice, while retaining complete and uncompromised human control over 

the process of diagnostics and treatment.  

Moreover, another important advantage of the proposed collaborative system is 

the potential for continuous improvement. Indeed, cases that resulted in eventual 

diagnostic errors of all discussed types can be reviewed by the experts in the diagnostic 

area/condition and integrated into the training processes for human specialists and 

machine systems. For example, expanding training sets with new samples, drawing 

attention to certain cases in instruction of practitioners) to attain further gain of quality 

in each new iteration of the system.  

Thus, not only the proposed system can be expected to achieve a substantial 

improvement in quality at the time of release; but it can be integrated naturally into a 

lasting process of continuous iterative quality improvement over the lifecycle of the 

solution.  

A combination of high-performance diagnostic AI models with intelligent multi-

channel decision system incorporating human in the loop for maximum safety in the 

operational practice can produce, according to the published results [11] a significant 

improvement in the accuracy of image diagnostic, and correspondingly significantly 

reduce the negative impacts and cost of misdiagnosis in the evaluated conditions and 

areas of public healthcare.  

4. Further opportunities for integration of AI in image diagnostic  

A practical approach to planning of large-scale integration of collaborative AI-

assisted decision systems and models in the practice of diagnostics can include a 

blueprint proposal for a regional or multi-national anonymous database of diagnostic 

images that can be used in the research, including development of descriptive core 

image generative and domain models that can be adapted to specific diagnostic 

conditions and requirements with minimal effort and lead time. One of many such 

opportunities can be based on the well-researched practice of transfer learning in the 
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area of image recognition. Based on availability of dataset(s) of representative samples 

and the verified methods in transfer learning, effective diagnostic systems for a broad 

range of conditions can be developed in in a short time, based on established and 

verified general framework.  

Another promising approach being widely developed these days is the 

development of specific large domain models in diagnostic imaging. Due to 

limitations of the format, these research directions and approaches will be discussed 

in more detail elsewhere.  

5. Practical implementation of collaborative decision systems  

Projects in practical development of collaborative intelligent decision systems 

can comprise the following key phases and activities.  

⚫ A comprehensive review of the current state of the art in image processing, 

classification and recognition including in the domain of medical image 

diagnostics and specific medical conditions.  

⚫ Research, review, collection, compilation and acquisition of sufficient, by size, 

representativity, etc., datasets of diagnostic images.  

⚫ Research and development of image recognition models, generative and large 

domain models, preprocessing and other methods for the AI-based component of 

collaborative models.  

⚫ Prototype implementation of the collaborative decision system with realistic 

operational characteristics.  

⚫ Verification, corrections, adjustment and optimization of the collaborative 

decision system.  

⚫ Reviews, information exchanges, presentations, demonstrations and discussions 

with the practitioner and expert specialists in the field.  

⚫ Test deployments, collection of feedback, further improvements, tuning and 

optimizations for mass-scale integration.  

⚫ Integration of the tracking information processes and continuous improvement 

processes, procedures and policies.  

6. Conclusions  

To tackle the actual and increasingly pressing challenge of the volume, cost and 

quality of diagnostic decisions in modern public health systems, integration of 

Machine Intelligence appears to be an obvious direction to the solution. As we 

discussed in this work, the perception of simplicity in this program can be misguided 

and lead to unexpected and unwanted consequences.  

To avoid them, we first formulated essential expectations and requirements for 

intelligent systems with integrated AI components, in both technical and social 

domains, including, importantly, critical matters of explainability and trust.  

An approach to development of collaborative human-AI intelligent decision 

systems discussed here proposes a framework for collaborative decision process that 

taps into the strong side of each type of intelligence while mitigating their respective 

downsides and weaknesses. As a result, a noticeable improvement in the outcome, 

measured by the overall diagnostic error can be expected in the domains and 
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conditions where effective integration of machine intelligence is possible and 

warranted. An additional positive effect of the discussed framework and architecture 

is the complete traceability of the process that allows effective and straightforward 

initiation of continuous improvement feedback loops.  

The authors expect that the findings and the discussion presented in this work 

will be of benefit to the research and general community and will contribute to the 

program of development of performant, accurate, transparent and responsible 

collaborative intelligent systems for the ultimate benefit of the society.  

Conflict of interest: The author declares no conflict of interest. 
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