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ABSTRACT 

We have studied the effect of the series resistance on the heating of the cathode, which is based on carbon nano-

tubes and serves to realize the field emission of electrons into the vacuum. The experiment was performed with the sin-

gle multi-walled carbon nanotube (MCNT) that was separated from the array grown by CVD method with thin-film 

Ni-Ti catalyst (nickel 4 nm/Ti 10 nm). The heating of the cathode leads to the appearance of a current of the thermionic 

emission. The experimental voltage current characteristic exhibited the negative resistance region caused by thermal 

field emission. This current increases strongly with increasing voltage and contributes to the degradation of the cold 

emitter. The calculation of the temperature of the end of the cathode is made taking into account the effect of the phe-

nomenon that warms up and cools the cathode. We have developed a method for processing of the emission volt-ampere 

characteristics of a cathode, which relies on a numerical calculation of the field emission current and the comparison of 

these calculations with experiments. The model of the volt-ampere characteristic takes into account the CNT’s geometry, 

properties, its contact with the catalyst, heating and simultaneous implementation of the thermionic and field emission. 

The calculation made it possible to determine a number of important parameters, including the voltage and current of 

the beginning of thermionic emission, the temperature distribution along the cathode and the resistance of the nanotube. 

The phenomenon of thermionic emission from CNTs was investigated experimentally and theoretically. The conditions 

of this type emission occurrence were defined. The results of the study could form the basis of theory of CNT emitter’s 

degradation. 

Keywords: Carbon Nanotubes; Field Emission; Thermionic Emission; Volt-ampere Characteristic; Emitter Temperature 

ARTICLE INFO 

 

Article history: 

Received 11 October 2020 

Received in revised form 4 November 2020 

Accepted 9 November 2020  

Available online 21 November 2020 

COPYRIGHT

 

Copyright © 2020 Sergey V. Bulyarskiy et 

al. 

doi: 10.24294/can.v3i2.567 

EnPress Publisher LLC. This work is li-

censed under the Creative Commons Attribu-

tion-NonCommercial 4.0 International Li-

cense (CC BY-NC 4.0) 

http://creativecommons.org/licenses/by/4.0/ 

1. Introduction 

The carbon nanotubes (CNTs) have the important practical prop-

erties such as high electrical and thermal conductivity, suitable me-

chanical properties, and ability to absorb and emit electromagnetic 

waves
[1]

. Scientists from all over the world have developed the variety 

of convenient technological methods for producing CNTs, which pro-

motes the development of studies of this allotropic form of carbon. At 

present, various practical applications of nanotubes are shown, includ-

ing field-effect transistors, lithium-ion batteries, radiation receivers, 

interconnections of integrated microcircuits, conductive composites, 

etc.
[1]

 CNTs have a small diameter. For the case with single-walled 

CNT, it is from 0.8 to 1.5 nm; for multi-walled CNT — from units to 

tens nanometers, CNT’s diameter is much  less than their 

mailto:bulyar2954@mail.ru
http://creativecommons.org/licenses/by/4.0/
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length (large aspect ratio), which results in en-

hancement of the electric field near the CNT’s tip 

and contributes to field emission. Several papers 

that appeared in 1995 described the phenomenon of 

field emission in CNTs
[2-4]

. This phenomenon 

formed the basis for a number of important applica-

tions from the point of view of practical applica-

tions: flatscreens
[5,6]

, miniature X-ray tubes
[7,8]

, 

light-emitting devices
[9,10]

, miniature vacuum 

lamps
[11,12]

, terahertz amplifiers
[13,14]

, and high-freq- 

uency vacuum switches
[15]

. 

For widespread use of field emission (FE), it is 

necessary to study the possibility of achieving high 

emission current densities and stability of this pro-

cess. These issues are discussed in detail foremost 

from the theoretical point of view, in particular, the 

necessary information can be found in the re-

views
[16,17]

. 

Voltage-current characteristic of cold cathode 

in the region of prevalence of field emission current 

is generally described by Fowler-Nordheim formula. 

Detailed analysis of this model and its transition to 

the region of thermionic emission was carried out in 

the studies of Rupesinghe et al., Eletskii, Bocharov 

& Eletskii, and Murphy
[15,18]

. The calculations of 

field-emission current for CNT were shown in sev-

eral studies, for example, in the studies of Rupesin- 

ghe et al., Eletskii, Bocharov & Eletskii, Murphy, 

as well as Mayer & Lambin
[15-19]

. Fowler-Nordheim 

dependence in usable form has a formula
[20]

: 
 

 

(1) 

 

 

where:            ,       ,               ,  

 

 

, e is elementary charge (C); h is 

Plank constant (Js); E is the local electric field 

strength near the emitting surface (V/m);  is work 

function of an electron from a CNT (J); m is 

free-electron mass; J is current density of the FE 

(A/m
2
). t(y0) И v(y0) are weakly varying functions 

that can be taken equal to unity without increasing 

the error in determining the work function. We can 

neglect the weak power dependence of the func-

tions t(y) and (y) by setting t(y)1 and (y)1. This 

condition allows us to obtain the following formula 

for calculating of the work function: 
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where: [] = eV; [E] = V/m; [J] = А/m
2
. 

The experimental results are often represented 

in the Fowler-Nordheim coordinates: ln (J/E
2
) = 

f(1/E). A straight line approximates these results and 

the work function is calculated from the slope of 

which. The amount of the calculation these work 

function depends on the choice of the initial and 

final electric field strengths, which specify the re-

gion of the current-voltage characteristic. In gener-

ally, this choice is not motivated. Therefore, the 

result of calculating contains significant systematic 

errors. 

Even in the first papers devoted to field emis-

sion, it was found that CNT’s tip is heated by flow 

of field-emission current, and its temperature is 

proportional to the square of the current density
[19,21]

, 

which is quite obvious in accordance with the 

Joule-Lenz law. Models that are more complex 

were considered in the studies of Bocharov et al.
[16]

 

and Murphy et al.
[17]

 

A single nanotube has a rather large thermal 

resistance. This resistance prevents the release of 

heat into the substrate with which the lower end of 

the nanotube is connected. CNT’s tip heating leads 

to thermionic emission current, which may be large 

and even exceed the field emission current. Moreo-

ver, the resistance of CNT’s changes the volt-

age-current characteristic as a function of tempera-

ture and current value due to an additional voltage 

drop. CNT’s resistance makes a definite contribu-

tion to the form of the voltage-current characteristic, 

taking part of the voltage to itself at high current 

densities. Thus, CNT’s resistance leads to a devia-

tion of the experimental results from Ed. (1). 

Therefore, when researchers involve only Fowler- 

Nordheim dependence to determine the work func-

tion, they admit two systematic errors: firstly, ther-

mionic emission is neglected, and, secondly, they 
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don’t take into account the voltage drop on the 

nanotube. 

In this paper, the emission currents of a single 

multi-walled nanotube have been studied experi-

mentally in a wide range of current values. The au-

thors have revealed deviations of the current-volta- 

ge characteristic from the Fowler-Nordheim de-

pendence. Moreover, the calculation of the temper-

ature of CNT’s heating has been carried out, and the 

conditions under which the nanotube resistance and 

the thermionic emission current have a significant 

effect on the voltage-current characteristic shape 

were analyzed, and the algorithm for CNT parame-

ters calculating was presented, namely, the electri-

cal resistance, the dependence of the CNT heating 

temperature from the current value. 

2. Experimental results 

Carbon nanotubes were grown by the chemical 

vapor deposition (CVD) method in Plasmalab Sys-

tem 100 (Oxford Instruments) on silicon substrate 

on which a catalyst was deposited consisting of a 

two-layer metal film: titanium 10 nm and nickel 2 

nm. The film of the catalyst was covered with sili-

con oxide, in which windows were opened with a 

diameter of 0.7 μm. The CNT growth was carried 

out by CVD method. Gas flow consisted of an acet-

ylene with addition of ammonia in a 3:1 ratio rate. 

It was constant during the growth process. The 

synthesis temperature was 600°C. As a result, single 

multi-walled carbon nanotubes 2-3 μm in height 

were obtained (Figure 1). 

 

Figure 1. SEM image of single multi-walled carbon nanotube 

(cathode) and tungsten tip (anode). 

The measurements were carried out in a high 

vacuum in the chamber of two-beam FEI Helios 

NanoLab 650i system. A measuring electron mi-

croscope could obtain images with a resolution of 

not worse than 0.7 nm at an accelerating voltage of 

not more than 1 kV. The pressure in the measuring 

chamber was 510
-5 

Pa. In this chamber there was a 

probe system Kleindiek Nanotechnik with 4 sepa-

rate independent manipulators that can operate at 

voltages up to 150 V. Each probe had its own coax-

ial connector. For current-voltage measurements on 

DC currents, a programmable two-channel source- 

meter Source Meter 2634B from Keithley was used. 

This device can measure currents up to 10
-15 

A. It is 

equipped with special shielded three axial leads 

with the function of ultra-low currents compensa-

tion. The input impedance of source-meter (over 

100 Volts) provides a minimum level of the intro-

duced distortions and errors in tested circuits during 

the measurements for this class of instruments. 

The voltage-current characteristic of emission 

current of the single multi-walled CNT is shown in 

Figure 2. It was the starting point for further pro-

cessing. The electrical circuit in which the emission 

current flows is shown in the inset of Figure 2. This 

current consists of two components: its nonlinear 

resistance characterizes field emission and thermi-

onic emission, each of these processes (RFE and RTE). 

The total voltage applied to the circuit (U) is com-

posed of the sum of the voltages, one of which falls 

on the resistance of the nanotube (UR), and the other 

one — on the nonlinear resistance of the emitting 

tip of the nanotube (UE). We must divide the current 

of the current-voltage characteristic into two com-

ponents. One component is the field emission cur-

rent, and the second component is the thermionic 

current. These components are determined by the 

following sequence of actions: 

1) The field emission current is calculated (the 

calculations are shown in the following subsection). 

The work function is selected in such way that the 

field-emission current coincides with the initial sec-

tion of the experimental voltage-current characteris-

tic (Figure 2). This calculation allows us to deter-

mine UE. 
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Figure 2. Voltage-current characteristic of the emission current 

of the single multi-walled CNT: 1 — experimental; 2 — mod-

eling by formula; Top corner: equivalent circuit of CNT. 

2) The voltage of the model curve, there is a 

deduction from the voltage of the experimental 

curve for each current value. The difference of these 

voltages makes it possible to determine UR (Figure 

2), to construct the current-voltage characteristic of 

the series resistance of a carbon nanotube and cal-

culate this resistance R=10 MΩ. Then the model 

value of the voltage drop across the series resistance 

of a nanotube is: UR =I·R. 

3) We are conducting the second stage of 

modeling the volt-ampere characteristic. The total 

theoretical voltage (Ut), which should be on the 

emission system, is calculated as the sum of the 

voltage on the nonlinear resistance of the emitting 

tip of the nanotube (UE) and the series resistance 

(UR). We calculate the difference between the theo-

retical and experimental voltage drops at each cur-

rent value: Ut－U=UE＋UR－U. The result is a volt-

age-current characteristic of the section, which 

contains two parallel non-linear resistances (RFE and 

RTE). The result of the transformations is shown in 

Figure 3. This figure shows the initial experimental 

current Ed. (1); field emission current Ed. (2); the 

experimental section of negative resistance Ed. (3). 

The voltage reaches a critical value (Uc) at a critical 

value of the current (Ic). Further increases of the 

current leads to a heating of the nanotube, as a re-

sult of which, the resistance for the thermionic cur-

rent decreases. This leads to a decrease in voltage 

drop across the parallel connection section of non-

linear resistances. The voltage at the end of the 

nanotube, which emits electrons, falls and the emis-

sion current decreases. It is evident that when 

CNT’s tip is heated to a certain critical temperature, 

a thermionic emission current appears, and the 

voltage at the emitting end (UE) falls. A section of 

negative resistance is present, then: I＞Ic. The cur-

rent that exceeds the critical region is thermionic in 

fact. The field emission current does not exceed the 

critical current. 

Thus, the thermionic current component dom-

inates when the total current density exceeds a crit-

ical value. This is because the end of the tube is 

heating when the current flows. The temperature of 

the end of the tube grows. Its temperature can reach 

several thousand degrees. This temperature leads to 

CNT destruction and the emission current degrades. 

The phenomenon of degradation of the field emis-

sion current is due to overheating of the nanotube. 

Below, we will carry out the necessary calculations 

to determine the conditions under which the emis-

sion process will be stable. 

3. Modeling 

3.1. Calculation of the currents of the field 

emission of a carbon nanotube (CNT) 

The efficiency of field emission depends es-

sentially on the electric field strength near the emit-

ting surface. Therefore, the electric field strength 

requires an exact calculation. The calculation is car-

ried out in two stages: first, the potential distribu-

tion and the magnitude of the electric field at the 

end of the tube are calculated; secondly, the current 

density of the cathode is calculated. The calculation 

of the electric field potential distribution is carried 

out in the classical approximation. We applied a 

model in which a CNT is a solid body of cylindrical 

shape. The end of this body represents a hemisphere 

(CNT with a closed end) or half a torus (CNT with 

an open end). This body has a metallic type of con-

ductivity. The potential of the electric field is 

found by solving the 3-dimensional Laplace equa-

tion in the boundary element with the conditions 

given on its boundary. The solution of the Laplace 

equation was found by the boundary element 
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method, which is described in detail in the studies 

of Banerjee & Butterfield and Brebbia et al.
[22, 23]

. 

This method involves splitting the surface of a sol-

id body into triangular elements and forming the 

computational grid. Then the boundary conditions 

are given on its boundaries. As a result, instead of 

solving the integral equation, a system of linear al-

gebraic equations is solved. By solving, we obtain 

the coefficients required for calculating the poten-

tials in corresponding space points of emission sys-

tem. 

 

Figure 3. Current-Voltage characteristics of the investigated 

CNT: 1 — experimental I-V characteristic; 2 — modeling I-V 

characteristic (Ed. 3); 3 — I-V characteristic of the section, 

which contains two parallel non-linear resistances (RFE and 

RTE). 

Partitioning of the boundary surface to bound-

ary elements (BE), on the one hand, need to be qui-

et detailed to consider all special aspects of surface 

and on the other hand should not exceed a certain 

value due to the computing power used by the 

computer (memory capacity, processing speed). 

Based on these conditions, in this case, the en-

tire boundary surface is divided into 20000–30000 

triangular BE. 

Electric field strength distribution must be 

calculated near all points of the CNT surface, since 

the cathode current is caused not only by emission 

from its end, but also from regions near it. Figure 4 

shows the emission system under investigation con-

sisting of a single CNT (cathode) and an anode 

electrode, as well as its idealized model, which was 

later used to calculate the distribution of the electric 

field and the field emission current. 

 

Figure 4. Model of a single CNT (cathode) and an anode elec-

trode. 

Geometric parameters of the calculation were 

obtained as a result of determining the size of a real 

experimental system, which is shown in Figure 4. 

А system of equipotential surfaces was ob-

tained after the implementation of the above men-

tioned calculation algorithm. The electric field 

strength was calculated as the potential gradient 

near the surface. 

The cathode current is the sum of the current 

of the total boundary elements. Electrons, which are 

emitted by these elements, moved along a certain 

trajectory and, at the end of their path, hit the anode. 

The motion of an electron along a trajectory causes 

the formation of an elementary electric current. The 

sum of these currents over the area of the cathode 

creates an emission current (cathode current), as 

well as the components of this current that fall on 

other elements of the emission system (anode cur-

rent, leakage current, etc.). Such approach is per-

missible on the basis of an estimate of the electron 

velocity in the system. The velocity of an electron 

in the corresponding electric field can be estimated 

from the law of energy conservation: 

2

2

0

2

01 











eUcm

cm
cV

, 

Where: C is light velocity; m0 is electron rest mass; 

U is accelerating voltage between cathode and an-

ode. In the experiments, U did not exceed 150 V, 

therefore V  5·10
6 
m/s. 

Thus, the electron velocity is much smaller 
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than the speed of light, so they move with nonrela-

tivistic velocities and the laws of classical mechan-

ics can be used to calculate their trajectories of mo-

tion. We will assume that the Coulomb force acts on 

the electron, which must be used in the motion 

equation. The numerical integration was done by 

Euler’s method
[24]

. It should be noted that in the 

case of random cathode geometry (not flat) in Eqs. 

(1) and (2), E is understood as the field strength 

near the surface of the emitting elementary cathode 

pad, rather than the average value obtained by di-

viding the applied voltage by the distance between 

the anode and the cathode. When calculating the 

field-emission current from a single CNT, it is as-

sumed that each BE of the cathode emits a current Ii, 

which is defined as Ii =JiSi , where Ji is the current 

density of the i-th BE of cathode, Si is the surface 

area of the i-th cathode BE (the surface area of the 

entire cathode S=∑Si ). The current density Ji is 

calculated from the Fowler-Nordheim Ed. (1), in 

which the electric field strength Ei is taken from the 

solution of the Laplace equation for a given initial 

point at the center of each i-th BE. Then the total 

field emission current of the cathode is found by 

summing the currents over all sites Si: 
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(3) 

3.2. Calculation of the heating temperature 

of the end of a single carbon nanotube 

The nanotube is heated when an electric cur-

rent flows in it. Its temperature is not the same at its 

two ends. It is assumed that the temperature of the 

nanotube end, which is in contact with the substrate, 

is equal to the temperature of the substrate. The 

temperature of the opposite end was calculated by 

solving the heat-transfer equation taking into ac-

count the radiative cooling and the release of heat, 

which is caused by the current flow 
[21,25]

: 

  0
)(

2)( 24

0
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dx

L

TR
IdxTTrdx

dx

dT
Tk

dx

d
S 

(4) 

Where:            is cross-section area of CNT; 

r is outer radius of CNT; r0 is inner radius of CNT; 

k(T) is coefficient of heat conductivity along the 

CNT axis; T=T(X) is the temperature along the 

CNT axis; T0 is the temperature of surrounding bod- 

ies (substrate); L is length of CNT; R(T)/L is elec-

trical resistance of a unit length of CNT; η is the 

coefficient of the grayness of the thermal radiation 

of CNT (η＜1) in our case, which was taken equal 

to 0.9; )/(1067.5 428 KmW is Stefan-Boltz- 

mann constant; I is the current flowing through 

CNT (emission current). The boundary conditions 

for equation (4) have the formula: 

.0
)(

,)0( 0 
dx

LdT
TT

               (5) 

In the study of Vincent et al. 
[21]

, the analytical 

solution of Ed. (4) was obtained in the absence of 

radiative cooling and provided that the thermal 

conductivity coefficient k, as well as the resistance 

R of the nanotube, which do not depend on temper-

ature. However, for the case with CNTs there is a 

temperature dependence of k and R, therefore the 

results of Vincent et al.’s study
[21]

 should be con-

sidered as approximate. It was assumed in Bo-

charov & Eletskii’s study
[25]

 that the thermal con-

ductivity coefficient k and the resistance R are de-

scribed by power functions of temperature. For the 

case: k=aT
3
, R=bT

4
+c in Bocharov & Eletskii’s 

study
[25]

, an analytic solution of Ed. (4) was ob-

tained. In the study of Bocharov et al.
[26]

, it was as-

sumed that:               ,                ， 

where  is an adjustable parameter, and equation (4) 

was solved numerically.  

However, power-law dependence with the 

form  for the thermal conductivity coeffi-

cient occurs only at temperatures below the Debye 

characteristic temperature
[27]

. At high temperatures, 

due to the anharmonicity of long-wave oscillations 

and other causes, the thermal conductivity of a sol-

id body decreases according to the law1/T, namely 

in the study of Ziman
[27]

: 

                       

 

   (6)  

Where:  is Debye temperature. The energy of the 

Debye phonon of carbon nanotubes is 0.103 eV
[28]

. 

Accordingly, the Debye temperature is =1190K. It 

is the dependence that dominates in the high- 

temperature region, when thermionic emission is 

possible. Therefore, for calculating the heating of 

CTk 
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0
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the nanotube, the dependence Ed. (6) was chosen. 

The correct calculation of the temperature of 

nanotubes should be taken into account both their 

heating due to Joule heat, and cooling due to the 

Notingham effect
[29]

. The Nottingham effect is 

manifested in the cooling of the cathode. This effect 

is the result of the difference between the average 

energy of the electrons that leave the cathode and 

the electrons from the volume of the nanotube that 

takes their place. The electron that leaves the CNT 

carries away from the nanotube energy equal to the 

average energy of the thermal motion (3/2)kBT
 [30]

. 

The number of electrons that are emitted from the 

cathode per unit time is I/e. Then the boundary con-

dition Ed. (5) at the point x=L will have the formu-

la: 

 

 

The first term describes the cooling of 

CNTs by radiation from the end surface
[29,30]

, the 

second term due to the Nottingham effect
[30]

. In ad-

dition, the temperature dependence of the resistance 

of CNTs has the formula 
[30,31]

: 

)1()( 2/3

0 TT
S

L
TR  

             (7) 

Where: 0 is the resistivity of CNTs. The heat con-

duction Ed. (4) takes the form with allowance for 

Ed (6), (7): 
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                                       (8)  

The system that is given by Ed. (8) is 

solved by a numerical method to determine the 

temperature of the end of a nanotube that emits 

electrons. The values of the parameters were as-

sumed to be equal to: =8.510
-4 

K
-1[31]

; β=9.810
-6

 

K
-3/2[31]

; 0=2.3310
-3
m

[31]
; L=2.36 µm; r=20 nm; 

r0=15 nm; T0=300 K; I=10 uA; =1190 K; k0=140 

W/(mK). At the selected values of k0 and  in the 

temperature range 200-1000 K, the thermal conduc-

tivity coefficient k lies in the range 55÷830 

W/(mK). This corresponds to the literature data 

according to which k can vary from 25 to 3000 

W/(mK)
[25]

. The results of the calculations are 

shown in Figure 5, curve 1 (curve 2 — calculation 

without taking into account the Nottingham effect). 

 

Figure 5. Temperature distribution along the axis of the carbon 

nanotube: 1 — taking into account (1) the Nottingham effect; 2 

— without taking into account the Nottingham effect. The val-

ues of the coefficients are indicated in the text. 

 

Figure 6. The temperature of the emitting end of CNTs on the 

value of the flowing emission current, taking into account the 

Nottingham effect. 1 — k=k0 (/T); 2 — k=const. The values 

of the coefficients are shown in the text. 

Figure 6 shows the temperature dependence of 

the emitting end of the CNTs (TL) as a function of 

the flowing emission current, taking into account 

the Nottingham effect (for comparison, the curve 

for k=const is also given there). The calculation is 

 
ekS

ILTk
TLT

kdx

LdT B 
2

)(3
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made for the values of the coefficients, which are 

given in the text before that. The temperature of the 

emitting end of the CNT in the case k=k0 (/T) 

turned out to be higher than in the case k=const in 

the whole considered range of emission currents. 

The nanotube length varied from 0.5 to 4 μm 

when calculating the temperature. The temperature 

of the cold end of the nanotube contacted to the 

substrate was assumed to be T0 = 300 K. 

Equation (4) was solved for different values of 

the current I, and thus a dependence                

was obtained, where TL is the temperature of the 

emitting end, as is shown in Figure 7. 

 

Figure 7. Dependence of the superheating temperature of the 

emitting end of a CNT on the flowing current for CNTs of dif-

ferent lengths: 1 — 0.5 μm; 2 — 1.0 μm; 3 — 1.5 μm; 4 — 2.0 

μm; 5 — 3.0 μm; 6 — 4.0 μm. 

In this figure, the exact solution of Ed. (4) is 

compared with the approximate analytical solution 

obtained under the condition that there are no radia-

tive cooling, no Nottingham effect, the thermal 

conductivity coefficient and the resistance of CNTs 

are constant
[21]

: 

L
kS

RI
TTL

2

2

0 
                         (9) 

The results of the calculations in Figure 7 

show that the simplified solution gives an overesti-

mate value of the superheat temperature of the 

emitting end of the nanotube for all values of its 

length. A simplified solution approximates the exact 

solution with increasing current strength. We as-

sume that the temperature dependence of the ther-

mal conductivity Ed. (6) is compensated by addi-

tional cooling due to the Nottingham effect. The 

temperature of the cathode overheating increases in 

proportion to the square of the emission current. 

The current strength of the 1 uA is a critical value in 

our case, exceeding which results in the appearance 

of thermionic emission currents and the appearance 

of unstable volt-ampere characteristics. 

4. Results and discussion 

The emission current is composed of the field 

and thermionic components according the electrical 

circuit of the current flow is shown in Figure 2. 

This current is represented by curve 3 in Figure 3. 

Field emission current is represented by curve 2. It 

is obvious that at the maximum values of the volt-

age (Uc) at which the negative resistance region 

starts, the currents of field-electron and thermionic 

emission are approximately equal. Further current 

growth is due to the thermionic component, and the 

field current decreases, while changing along curve 

2. 

Thus, the region of negative resistance of the 

voltage-current characteristic (Figure 3) is due to 

the fact that the current of thermionic emission 

predominates over the field emission current. The 

end of the nanotube is already overheated to such 

an extent that it can be destroyed. The voltage (Uc) 

and current (Ic) at which the negative resistance re-

gion starts can be considered as critical. As soon as 

the total current exceeds this value, the emis-

sion becomes unstable and the degradation pro-

cesses begin. 

It is important to estimate the conditions under 

which degradation of emission currents is possible. 

There is a conditional current limit, the excess of 

which causes a rapid overheating of the nanotube 

end and the degradation of the emission. At 

the boundary, the total current is equal to the sum of 

the currents of the field electron emission and the 

thermionic emission, I = ITE+IFE . 

Subsequently thermionic current predominates. 

Therefore, as a condition for changing the emission 

mechanism, one can choose the equality of currents 

)(0 IfTTL 
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ITE = IFE or ITE (T) = I/2. This condition allows us to 

estimate the geometric dimensions of the carbon 

nanotubes of the cathode at a fixed value of the 

flowing current at which their heating begins. 

The temperature of CNT end warming up is 

determined by the current of thermionic emission 

(ITE) and the geometric dimensions of the nanotube, 

which ultimately determine the magnitude of its 

electrical resistance Ed. (9). For rough estimation of 

the overheating temperature, it is enough to restrict 

ourselves to Ed. (9). The resistance of a nanotube is 

estimated by the formula: 

S

L
R 

,    0

0
0

L

S
R

                   (10) 

where: — CNT                cross-section 

area. The values of these parameters were calculat-

ed from the experiments R0 = 10 М; S0 = 5.510
2
 

nm
2
; L0 = 2.36 μm;  = 2.3310

-3
 ·m. The expres-

sion for the thermionic emission current is: 
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(11)  

where:             is the area of CNT emitting 

surface (hemisphere surface area);         is ef-

fective mass of electron in CNT; kB is Boltzmann 

constant; T is absolute temperature; 0 is electrical 

constant. 

The conditional boundary of the transfor-

mation of a stable process to an unstable process is 

calculated from formulas (10) and (11). If we ne-

glect the decrease in the height of the barrier in the 

formula (11) by the electric field, then the condition 

ITE (T)=I/2 will be written in the formula: 
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       (12) 

Substituting Ed. (9) into Ed. (12), we obtain: 
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                                      (13) 

For the case with given CNT radius r, formula 

(13) allows us to calculate the cross-sectional area S 

and the length L, which correspond to the beginning 

of the appearance of the thermionic emission cur-

rent (ITE) for a given value of the total current I, as 

is shown in Figure 8.  

 

Figure 8. Dependencies for current values I: 1 — 2 μA; 2 — 3 

μA; 3 — 4 μA; 4 — 5 μA; 5 — 6 μA; 6 — 7 μA. 

This figure represents several regions in the 

space of length — CNT area. This space is divided 

into regions by the curves, which are calculated for 

certain currents. These curves represent the bound-

ary behind which the regime of thermionic emission 

and degradation of CNTs occurs. For each curve, 

the following statement is true: if the length of the 

nanotube is larger and the area is smaller, then we 

cross the boundary and fall into the degradation 

region. 

With inverse relations between the parameters, 

namely, the length is less than the boundary one, 

and the area is larger, and then we fall into the re-

gion of stability of the emission. 

5. Summary and conclusions 

The analysis of emission processes with a sin-

gle nanotube showed that when the current density 

increases, the end that emits electrons is heated. In 

this case, along with the field emission current, a 

thermionic emission current appears. The growth of 

the total current causes overheating of the end of 

the nanotube. This current is almost completely as-

sociated with the phenomenon of thermionic emis-

sion. At the same time, the emission process be-

22 rSCNT 
mmn 3.0* 

)(
2

0

2 rrS  
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comes unstable. So the temperature of overheating 

can exceed 1000°С, and then the nanotube begins 

to break down. 

To analyze these processes, within the frame-

work of this work, an algorithm has been developed 

that relies on numerical calculations of the field 

emission current and the overheat temperature. It is 

shown that when there is overheating, a negative 

resistance region occurs. At this moment, the ther-

mionic current begins to predominate. The correla-

tion between the current density, length and cross- 

sectional area of the nanotube was calculated, whi- 

ch allows estimating the regions in which cathode 

degradation can progress and the emission becomes 

unstable. 
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1. Introduction 

Power sector is the major consumer of coal in our country. With 

rapid industrialization, since independence and improvement in the 

quality of life, the demand for power has increased tremendously and 

this has led to the increase in the consumption of coal. The increasing 

population has further increased the coal consumption. India is the 

world’s third largest producer and the fourth largest consumer of elec-

tricity. More than 51% of India’s commercial energy demand is met 

through the country’s vast coal reserves
[1]

. The Indian power sector 

generated approximately 1160.141 BU of electricity in 2016-2017
[2,4]

. 

During the last two decades, the growth in the power sector has been 

phenomenal. Of the total power generated more than 50% has been 

contributed by coal-fired power station
[3,4]

. The electricity demand 

owing to increase in the population and industrialization during last 

one and a half decade has increased tremendously, which has led to the 

per-capita increase in power consumption in India to 1010 kWh in 

2014-2015 and 1075 kWh in 2015-2016. The installed capacity, which 

was 72,320 MW in 1993-1994, has now reached 329,226 MW as on 

August, 2017
[5,6,7]

. 

Coal-fired power stations still dominates the energy sector in In-

dia. India has vast reserves of thermal grade coal that is cheaply and 

readily available as a raw material for power generation. The estimated 

coal reserves as on 01.04.14 in India are 301.564 BT
[8,9,10]

. The pro-

duction of coal has increased from about 70 MT in early 1970s to 

639.234 MT in 2015-2016
[11]

. Coal that is used for power generation in 

the country is mostly low-grade coal containing 30–50% ash
[12,13,14]

. 

The combustion of coal at the coal-fired power stations produces ash 

http://creativecommons.org/licenses/by/4.0/
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residues of inorganic minerals. 

Around 132 thermal power stations are there in 

the country that meets 51% of India’s commercial 

energy demand. These thermal power stations pro-

duce around 150MT of coal combustion residues 

(CCRs) per year that is causing great environmental 

concern in the form of air, water and land pollu-

tion besides its proper handling and disposal
[3]

. 

Disposal of such a huge amount of CCRs craves for 

huge tract of land besides having several environ-

mental implications in the disposal environment. In 

country like India, where land resources is very 

limited, proper management of CCRs is the need of 

the hour not only in our country but also throughout 

the world and all these requires proper understand-

ing of CCRs through its characterization study. 

Mostly two types of ashes namely, fly ash 

and bottom ashes are produced by thermal power 

stations in India. Fraction that tries to escape along 

with flue gas, are trapped by electrostatic precipita-

tors and mechanical dust collectors and is referred 

as fly ash. This constitutes about 80 percent of the 

ash produced. The other fraction collects at the bot-

tom of the furnace and is named as the bottom ash. 

This is coarser in nature and constitutes about 20 

percent of the ash produced. The two ashes in the 

wet system of disposal (as practiced in our coun-

try by most of the coal based thermal power plants) 

are made into slurry form and pumped to the dis-

posal area especially made for this purpose. The ash 

in such disposal pond is known as pond ash. 

Table 1. Status of world energy at the end of 2016[18] (BP, 2017) 

 2016 Change 2016 over 2015 (%) 

Electricity generation (TWH) 24816.4 2.2 

Coal 

Reserves (MT) 

Production (MT) 

Production (MT of oil equivalents) 

Consumption (MT of oil equivalents) 

 

1139331 

7460.4 

3656.4 

3732.0 

 

- 

-6.5 

-6.2 

-1.7 

Table 2. Year-wise coal consumption, power generation and generation growth in India (2003-2004 to 2013-2014)[19,20,21,22] 

Year Coal Consumption (Million Tonnes) Generation (BUs) Generation Growth (%) 

2003-2004 - 558.30 - 

2004-2005 278.00 587.40 5.21 

2005-2006 281.00 617.50 5.12 

2006-2007 302.00 662.50 7.29 

2007-2008 330.00 704.50 6.34 

2008-2009 355.00 723.80 2.74 

2009-2010 367.00 771.551 6.60 

2010-2011 387.00 811.143 5.13 

2011-2012 417.56 876.887 8.11 

2012-2013 545.60 912.056 4.01 

2013-2014 489.40 967.150 6.04 

2014-2015 530.40 1048.673 8.43 

2015-2016 545.90 1107.822 5.64 

2016-2017 - 1160.141 4.72 

2017-2018 - 1229.400 (Target) 5.97 

The major challenge before the nation is to ef-

fectively utilize these coal combustion residues 

in bulk and that too in environmentally benign 

manner. The increasing number of thermal power 

stations and also the ever increasing population will 

add more pressure for immediate utilization. The 

ash utilization in India in 1992-1993 was 2–3%
[15]

, 

which has now increased to 60.97% of CCRs as per 

the latest report
[16]

. However, the percentage of ash 

utilized is still low as compared to other developed 

countries of the world where utilization is close to 

100%
[17]

. Though in our country the situation has 

changed since last one and a half decade, we have 

to go a long way to fulfill the promise of 100% uti-
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lization.  

Table 1 shows the status of world energy at the 

end of 2016. Table 2 and Table 3 show the 

year-wise coal consumption and power generation 

in India from 2003-2004 to 2013-2014 and 

per-capita electricity consumption in India from 

2005-2006 to 2015-2016, respectively. Table 4 

shows the per-capita consumption of electricity by 

leading countries of the world. Table 5 shows the 

India’s CCRs utilization scenario. Similarly, Table 

6 provides the data on CCRs utilized by the leading 

countries of the world. Figure 1 shows year-wise 

power generation in BUs and coal consumption in 

MT in India. 

This paper provides a detailed characterization 

study of CCRs from Indian thermal power station. 

The paper covers SEM-EDXA analysis of the CCR 

samples. The actual aim of this paper is to under-

stand CCRs suitability in various applications using 

the characterization data so that the material can be 

used in an environmentally friendly manner. 

Figure 1. Year-wise power generation (BUs) and goal consumption (MT) in India. 

Table 3. Year-wise per-capita electricity consumption in India 

(2005-2006 to 2015-2016)[23,24] 

Year Consumption (kWh) 

2005-2006 631 

2006-2007 673 

2007-2008 717 

2008-2009 734 

2009-2010 779 

2010-2011 819 

2011-2012 884 

2012-2013 914 

2013-2014 957 

2014-2015 1010 

2015-2016 1075 

Table 4. Comparative per-capita consumption of electricity 

(kWh)[25,26] 

Countries Consumption (kWh) for 2013 

Canada 15520 

USA 12987 

Australia 10067 

Japan 7836 

France 7382 

UK 5409 

World 3026 

India 957 

 

Table 5. Year-wise CCRs utilization in India (1993-1994 to 

2005-2006) 

Year Utilization (%) 

1992-1993 2-3% 

2002-2003 22.68 

2003-2004 29.39 

2004-2005 38.04 

2005-2006 45.69 

2006-2007 50.86 

2007-2008 53.00 

2008-2009 57.11 

2009-2010 62.60 

2010-2011 55.79 

2011-2012 58.48 

2012-2013 61.37 

2013-2014 57.85 

2014-2015 54.31 

2. Materials and methods 

2.1 Selection of thermal power stations 

For assessing the environmental characteristics 

of coal combustion residues (CCRs) five thermal 

power stations, viz. three of Damodar Valley Cor-

poration (DVC), namely, Bokaro Thermal Power 

Station (BTPS), Chandrapura Thermal Power Sta-
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tion (CTPS) and Durgapur Thermal Power Station 

(DTPS), one fluidised bed combustion (FBC), Plant 

of Tata Iron & Steel Company (TISCO) and one of 

Fertilizer Corporation of India Ltd. (FCI), Sindri 

unit were chosen. All the thermal power stations are 

either located on the banks of Damodar river or in 

its immediate vicinity in the states of Jharkhand and 

West Bengal.  

These thermal power stations were chosen for 

the following reasons:  

 These form the life-line of an industrial belt in 

Damodar river basin 

 Power plants and the ash ponds are close to 

surface water bodies. 

 There is probability of surface and ground wa-

ter contamination due to leaching of trace ele-

ments from the ash ponds of these plants. 

Also, these thermal power stations were easily 

accessible and it was possible to get desired facili-

ties for the studies. Figure 2 shows the locations of 

the power stations under study along river Damodar. 

Similarly, Table 7 gives the composition of coal be- 

ing used at different thermal power stations. 

Table 6. Utilization of fly ash by various countries[15] 

S.No. Country Utilization (%) 

1 Australia 40 

2 Canada 40 

3 China 35 

4 Czechoslovakia 40 

5 Denmark 85 

6 France 70 

7 Germany FR 85 

8 Greece 45 

9 Hungary 50 

10 India 41 

11 Israel 80 

12 Japan (a) 40 

13 Netherlands 100 

14 Poland 100 

15 South Africa 35 

16 U.K. 60 

17 U.S.A 35 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Location of Bokaro thermal power stations along the River Damodar. 

Table 7. Composition of coal being used at different thermal power stations[27] 

Parameters BTPS CTPS DTPS FBCP FCIL 

Fixed carbon (%) 36.28–47.77 41.75 55.30 26.67 45–47 

Volatile matter (%) 15.8–18.12 16.20 24.50 - 16–19 

Moisture (%) 0.9–1.11 0.60 2.80 1.1 0.5 

Ash (%) 34.23–40.25 41.45 27.40 65 30–35 

Gross calorific value (kcal/kg) 4670–4970 4665 5560 2200 4800 
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2.2 Sampling 

Fly ash (FA) and bottom ash (BA) samples 

were collected on five different days over a week 

and a final homogenized sample for each of the fly 

ash and bottom ash were prepared by mixing the 

appropriate portions. Similarly, pond ash samples 

were collected from the ash ponds site from five 

different locations on five different days over a 

week and a final homogenized sample was prepared 

mixing appropriate portions. The CCR samples af-

ter coning and quartering method were then taken 

for characterization studies adopting analytical 

methods.  

2.3 Scanning electron microscopy & energy 

dispersive X-ray analysis  

The scanning electron microscopy (SEM)
[29,30]

 

allows high-level magnifications, which can be 

used for studying morphology of the sample of finer 

materials. It uses a focused electron beam to scan 

small areas of solid sample surfaces. Secondary 

electrons are emitted from the sample and are col-

lected to create an area map of the secondary emis-

sions. This secondary emission is very much de-

pendent on the surface characteristics and so the 

area obtained is a magnified image of the sample. 

This technique is also referred to as energy disper-

sive X-ray analysis (EDXA). The back-scattered 

electrons also produce X-rays and the same can be 

utilized by many instruments for the qualitative 

compositional analysis of microscopically small 

portions of the sample. This technique is also re-

ferred to as energy dispersive X-ray analysis 

(EDXA). The sample requirement for the SEM 

analysis is that the solid samples, viz. thin films, 

powder, fibers and bulk materials should be vacuum 

compatible. 

The principle of working of the instrument is 

that an electron beam, accelerated at 25 KV energy, 

is generated at electron gun. The electron beam is 

passed through various electro-magnetic lenses. It 

first passes through condenser lens forming an elec-

tron beam spot. The fine electron beam is then fo-

cused by objective lens. The focused electron beam 

is deflected by beam deflection coil throughout the 

specimen. As soon as the focused electron beams 

falls on the specimen, the secondary electron beams 

are emitted as per the sample topography. The sec-

ondary electrons are processed to secondary elec-

tron image in the display unit through a secondary 

electron detector assembly. 

The scanning electron microscopic studies 

were carried out using Model S-415A (Figure 3), 

Hitachi Instruments Ltd., Tokyo, Japan. The fine 

powders are sonicated in test tube with methanol 

solvent in a sonicator machine for 1 hour. The fine 

particles were then suspended in the medium. It was 

then pipetted out through a pipette in a cover slip 

and dried. After properly drying, it was subjected to 

gold coating to eliminate the charging effect of the 

electron beam during SEM observation. This was 

done in an ion coater (Model 1132, Eiko Engineer-

ing, Japan) by Sputtering Technique at a 1400V 

D.C., 8-10 mA current for 3 minutes. After gold 

coating, it was placed in the evacuation chamber of 

SEM. After evacuation, the electron beam was gen-

erated at 25 KV energy and the secondary electron 

Ashi Pentax Camera was attached to the instrument 

to record images and the photomicrographs were 

taken one by one. 

 

Figure 3. Scanning electron microscope, Hitachi Instruments 

Ltd., Japan, Model 415A. 

2.4 Results and discussion 

The results of the characterization of coal 

combustion residues (CCRs) from five thermal 

power stations, viz. BTPS, CTPS, DTPS, FBCP and 

FCI, Sindri for assessing their characteristics for va- 

rious uses as determined by instrumentation tech-

niques such as SEM-EDXA is discussed below. 
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3. SEM-EDXA 

The morphological features of the leached and 

unleached CCR samples were examined with the 

help of scanning electron microscope using scan-

ning electron microscopy (SEM) technique. Table 8 

gives the observation made with respect to SEM 

studies of CCR samples under study. These are also 

shown in Figure 4 to Figure 8. The study of the 

micrographs of the unleached CCR samples in gen-

eral indicated that CCR consisted primarily of 

spherical particles with nodules present on it. The 

particles were of different sizes and ranged from 1µ 

to 100µ. Similarly, study of the micrographs of 

leached CCR samples clearly shows the leaching 

pattern that has taken place. The particles in the 

leached samples lacked agglomeration and were 

more dispersed than one can observe in the case of 

unleached samples. Thus, one can conclude that the 

surface film or the irregularities caused the un-

leached particles to agglomerate. 

Figure 9 shows few micrographs of the 

leached CCR samples. One can easily observe the 

leaching phenomena that have taken place and that 

the surfaces of the leached particles were observed 

to be smoother. It means that the material residing 

on the surface has been washed away during the 

leaching. Surficial element mostly present included  

alkali and alkaline earth metals, i.e. sodium, potas-

sium, calcium and magnesium. As these got washed 

away due to the first flush phenomenon, their pres-

ence in the leached samples also decreased consid-

erably. Decrease in concentration of these elements 

with time can be very well observed from the plot 

of the open column percolation experiment results 

for these elements. 

Some of the particles on the leached samples 

were found distorted as can be seen from the mi-

crographs of the leached samples. Distortion of par-

ticle surface is due to dissolution or disruption of 

the surface, making the wall thinner and thinner and 

finally rupturing the wall.  

As is pointed out, the particles are mostly 

spherical in shape and they are either hollow 

spheres commonly known as cenospheres or solid 

spheres or may be containing many smaller spheres 

within a sphere known as plerosphere. All three 

can be seen from the micrographs. Cenospheres and 

plerospheres are present in very low amount. Some 

spongy morphology can also be noticed from the 

micrographs. A point of special importance is the 

fact that most of the particles are found to be of 

spherical nature. Due to being spherical mixed with 

cement, it can add workability to cement concrete 

mix. Being spherical and hollow can be used as 

filler in paints and so on. 

Table 8. Summary of SEM study of CCR samples from a few thermal power stations of India 

Plant Samples SEM (Observations) 
PS FA#A; 

FA#B;  

BA#A; 

BA#B;  

PA 

 Mostly spherical in shape with size varying from less than 1 micron to 100 micron. 

 Particles were found mostly spherical in shape with nodules present on it. 

 Some cenospheres could also be seen from the micrographs. 

 A few plerospheres could also be seen from the micrographs. 

 Cenospheric particles show frequent bursts which are inductive of chemical activity having 

occurred within them. 

 Surfaces of some particles show extensive mechanical damage caused by impactation. 

 Small size particles were seen sticking to the larger spherical particles possibly on account of 

the convexity of the surfaces. 

 Leached particles were observed to be smoother. This shows the washout of the elements re-

siding on the surface with time. Plot of OPCE also shows this decreasing trend. 

 Some spongy morphology could also be seen from the micrographs. 

CTPS FA#1; 

FA#2; 

BA#1; 

BA#2; 

PA 
DTPS FA;  

BA;  

PA 
FBCP FA;  

PA 
FCIL S1;  

S2;  

S3;  

S4 
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(a) 

   

(b) 

   

(c) 

  
 

(d) 

   

(e) 

Figure 4. Scanning electron micrographs of BTPS (a) FA#A; (b) FA#B; (c) BA#A; (d) BA#B and (e) PA.  
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(a) 

   

(b) 

  

 

(c) 

   

(d) 

   

(e) 

Figure 5. Scanning electron micrographs of CTPS (a) FA#1; (b) FA#2; (c) BA#1; (d) BA#2 and (e) PA. 
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(a) 

   

(b) 

  
 

(c) 

Figure 6. Scanning electron micrographs of DTPS (a) FA; (b) BA and (c) PA. 

   

(a) 

  
 

(b) 

Figure 7. Scanning electron micrographs of FBCP (a) FA and (b) PA. 
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(a) 

  

(b) 

  

(c) 

  

(d) 

Figure 8. Scanning electron micrographs of FCI (a) S1; (b) S2; (c) S3 and (d) S4. 
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The observations of EDXA analysis are given in the 

Table 9. This study was performed to determine the trace 

element contents in the CCR samples. The study shows 

that the CCR samples are typically formed of Si-Al-Fe 

system with traces of sodium, potassium, calcium, mag-

nesium, sulphur and titinium.  

Table 9. Summary of EDXA of CCR samples from a few thermal power stations 

Plant Samples Si Al Fe Na K Ca Mg S Ti 

BTPS FA#A 25.97 14.85 3.34 2.52 1.63 0.62 0.12 0.02 0.97 

FA#B 21.67 14.56 3.75 6.35 1.42 0.89 0.92 0.06 2.16 

BA#A 25.88 17.36 2.07 1.93 1.27 0.09 0.02 - 1.32 

BA#B 26.40 15.93 1.36 1.10 1.66 0.32 0.64 - 1.04 

PA 23.20 12.20 8.54 4.36 1.16 0.37 0.90 0.21 1.06 

CTPS FA#1 27.35 14.54 5.09 0.01 1.11 0.44 0.05 0.72 0.91 

FA#2 25.66 16.94 2.92 - 1.16 0.15 0.50 0.02 0.53 

BA#1 27.34 14.70 2.78 0.84 1.15 0.31 0.21 0.28 1.61 

BA#2 22.90 15.90 7.28 1.41 1.23 0.90 0.64 - 1.69 

PA 24.64 14.88 4.25 0.65 1.06 0.41 1.01 0.38 0.79 

DTPS FA 25.73 13.36 3.11 2.78 1.62 0.71 0.86 - 1.42 

BA 24.87 12.49 4.81 4.73 1.31 1.51 1.13 0.15 0.06 

PA 18.05 22.62 1.01 1.43 0.75 0.34 0.46 0.05 1.03 

FBCP FA 24.97 13.11 4.63 1.77 2.61 2.77 0.80 0.51 1.34 

PA 22.27 19.64 2.31 0.35 1.28 0.78 0.63 0.59 1.66 

FCI S1 26.10 14.28 1.98 - 1.27 0.31 0.55 - 1.39 

S2 21.51 13.17 11.91 - 0.94 0.50 0.23 - 1.14 

S3 25.78 15.59 2.84 - 1.45 0.72 0.25 - 1.16 

S4 26.59 14.40 2.54 - 1.26 0.35 0.65 - 1.73 

  

   
   

   

Figure 9. Scanning electron micrographs of CCR samples after leaching. 
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4. Conclusion 

The SEM studies of the CCRs have shown that 

CCRs consisted primarily of spherical particles with 

nodules present on it. The particles varied in size 

from less than 1 micron to 100 micron. The parti-

cles consisted of cenospheres (hollow spheres), 

solid spheres and plerospheres (spheres within a 

sphere). Spongy morphology and a small amount of 

angular shaped particles were also seen. This was 

due to the presence of unburned carbon and other 

minerals. Being spherical and hollow these particles 

can be used as filler in paints and so on. On the 

other hand, the SEM studies of the CCR particles 

after leaching have clearly shown the leaching pat-

tern that has taken place. The particles after leach-

ing lacked agglomeration compared to the original 

particles. Some of the particles were also observed 

distorted in shape while walls of some of the parti-

cles were found ruptured. This distortion and rup-

turing may be accounted due to the dissolution of 

the surficial elements making the wall of the sphere 

thinner and thinner and finally the wall ruptures. 

List of Abbreviations 

CCRs Coal Combustion Residues 

DTPS Durgapur Thermal Power Station 

BTPS Bokaro Thermal Power Station 

CTPS Chandrapura Thermal Power Station 

TISCO Plant of Tata Iron & Steel Company 

FCIL Fertilizer Corporation of India Limited 

DVC Damodar Valley Corporation 

SEM Scanning Electron Microscopy 

EDXA Energy Dispersive X-Ray Analysis 

BP British Petroleum 

CEA Central Electricity Authority 

TEDDY Teri Energy Data Directory and Year-

book 
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1. Introduction 

Boron-clusters-based nanostructured coating materials due to 

their super-properties such as lightness, hardness, conductivity, chem-

ical inertness, neutron-absorption, etc. can serve for effective protec-

tion against cracking, wear, corrosion, neutron- and electromagnet-

ic-radiations, etc.
[1,2]

. This makes boron clusters Bn, n=1,2,3,…, inter-

esting to be investigated in details. 

Summarizing experimental and theoretical data available in the 

literature on all-boron nanomaterials (e.g. see our overviews on sub-

ject
[3-5]

), one can conclude that, according to the specific (per consti-

tuting atom) binding energy  criterion, ultra-small, with       , bo-

ron clusters prefer (quasi)planar structures, while at higher  , they 

should be wrapped first into cylinders and then into spheres form-

ing boron nanotubes or boron fullerenes, respectively. In (quasi)planar 

clusters,   increases with   because of increasing in mean coordina-

tion number of constituent atoms. Within the initial approximation, 

specific binding energy of boron clusters is expected to be almost sat-

urated around      . But, when the polarity deal into the bonding — 

commonly characteristic of structures of identical atoms with differ-

ently coordinated atomic sites — is taken into account, there is ex-

pected a weak maximum instead. In general features, the experimental 

mass-spectra fits these theoretical findings. However, formation prob-

ability peak is well-pronounced for species B11, B12, and B13. Naturally,

20n

n

 n

10n
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such a behavior is related not only to the ener-

gy-factor, but mainly to the process kinetics. Usual-

ly, boron clusters are formed by the ablation of el-

emental boron or boron-rich solid materials, main 

structural motifs of which are slightly deformed 

regular icosahedra of boron atoms B12
[6]

. 

Present paper aims to theoretically study the 

relative stability of most abundant boron clusters 

B11, B12, and B13 with (quasi)planar structures in 

different charged-states.  

2. Method of calculations 

In clusters of identical atoms, binding energy 

per atom, i.e., specific binding energy, serves for the 

key factor determining their relative stabilities and, 

consequently, concentrations of clusters with dif-

ferent numbers of atoms in the products of ablation 

of corresponding solid materials. 

Based on various ab initio methods specif- 

ic binding energy and some other important physi-

cal characteristics of boron clusters were numeri-

cally calculated by Boustani et al. (summarizing of 

these studies see in the study of Boustani
[7]

) and 

some other teams (see above cited reviews and ref-

erences therein). But, more vividly these species 

can be descried based on the diatomic model. It 

should be noted that such model-based approach 

provides quite good quantitative results as well. 

The application of the Fermi’s old diatomic 

model
[8] 

to the multi-atomic structures is based on 

the property of interatomic bonding to be saturated. 

In the initial, i.e., pair interactions, approximation 

the binding energy of a structure simply equals to 

the sum of energies of interactions between neigh-

boring atoms. Based on the pair interactions ap-

proximation, microscopic theory of expansion and 

its generalization to the periodical structures allow 

correct estimation of the thermal expansion coeffi-

cient for number of crystalline substances
[9]

. De-

spite its simplicity, the diatomic model is still suc-

cessfully used to calculate anharmonic effects in 

solids
[10]

. An analogous approach was used by us to 

explain isotopic effects of thermal expansion and 

melting in all-boron lattices
[11-15]

. 

Suppose that the index i = 1,…, n numbers the 

atoms constituting cluster of n atoms, and Ci are 

their coordination numbers, respectively. In the ini-

tial approximation, binding energies between each 

pair of adjacent atoms E0 are equal, and it turns out 

that: 







ni

i iC
n

E
1

0

2


                      (1) 

Here, the factor ½ is introduced to correct the 

double sum which includes every pair of neighbor-

ing atoms twice. We used approximated formula (1) 

to estimate ground-state binding energy of all-boron 

nanostructures, mainly, boron nanotubes
[16-18]

. 

However, clusters are finite structures of atoms 

and, consequently, coordination numbers of sites at 

center are higher than that at periphery. This leads 

to the redistribution of the outer valence shell elec-

trons and, as a result, differences between binding 

energies of neighboring atomic pairs. Note the re-

port
[19]

 on high-pressure experiments and ab initio 

evolutionary crystal structure predictions that ex-

plore the structural stability of boron under pressure 

and reveal a partially ionic high-pressure boron 

phase. 

Our formulation of the first approximation to 

the diatomic model theory takes into account cor-

responding polarity of the bonds. In case of identi-

cal constituent atoms, it is obvious to assume that 

these electrons between the atoms are divided pro-

portionally to their coordination numbers. This im-

plies that the atoms develop non-zero effective stat-

ic atomic charges with charge numbers Zi deter-

mined from the relation: 







nj

j j
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nC
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nZ
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                      (2) 

respectively, Here V is the total number of the outer 

valence shell electrons in the atoms constituent 

cluster. 

Thus, the binding energy per atom in the first 

approximation, i.e., including correction related to 

the interatomic bonds polarity, is: 
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Where the index Ki = 1,…,Ci numbers the 

nearest neighboring atoms of i -atoms, respectively; 

d

e
E

0

2

1
4



                          (4) 

is the energy-dimension parameter (e and   are 

elemental charge and electric constant, respectively); 

and d is the initial bonds length in the equilibrium. 

In our previous studies
[20-23]

, relations (2), (3), 

(4) are used to estimate effective static atomic 

charges, dipole moment, and specific binding ener-

gy in the boron planar clusters. 

Further improvement of this approximation 

means determination of the equilibrium bond length 

in the first approximation as well. It can be done by 

the minimization of the system potentials energy 

including bond length-dependent vibrational and 

electrostatic interaction energies
[24]

. 

Within the frame of the diatomic approach, 

further refinement of the clusters’ binding energy 

and other ground-state parameters can be achieved 

by abandoning the requirement for equality of all 

the bond lengths. In another study of mine
 [25]

, a 

general theoretical frame for further studying is 

provided. Finally, we have got a set of linear equa-

tions determining not precisely planar, but qua-

si-planar equilibrium cluster configurations. 

Finally, all the above described theory-levels 

of the diatomic approach are summarized in the 

mini-review
[26]

. 

By definition, cluster binding energy is the 

difference between sum of energies of isolated 

atomic particles and energy of their bounded struc-

ture. Energy of a neutral atom exceeds that of posi-

tive ion by the ionization potential (IP), while is 

less by the electron affinity (EA) that of negative 

ion. Let Q=0, ±1,…,±n be the ionic charge num-

ber of the cluster, then, 

n

QEQ

Q 
                            (5) 

should be the specific binding energy correction 

related to its charge state if EQ is IP or EA depend-

ing on the sign of Q. Taking into account this cor-

rection, in present work, specific binding energy of 

planar boron clusters are estimated from the rela-

tion: 
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3. Species studied and results 

Because B12 icosahedral clusters are the main 

structural units of structural modifications of boron 

and boron-rich compounds, here we studied stabil-

ity of planar boron clusters B11, B12 and B13 with 

almost the same number of constituent atoms both 

in neutral- and charged-states. 

For obtaining numerical results, one needs in-

put parameters such as E0 and E1 (or d) characteris-

tic of pair interaction between two boron atoms. 

They can be found e.g. from the quasi-classical B–

B potential
[27]

: E0 ≈ 2.80 eV, E1 ≈ 8.09eV; and d ≈ 

1.78 Å. Note that this potential was successfully 

applied to explaining of the above mentioned iso-

topic effects of boron atoms also in geometric mod-

els for boron nanostructures
[28]

. 

As for IP and EA of boron atom, they equal to 

E+1 ≈ 8.30 eV and E–1 ≈ 0.28 eV, respectively
[29]

. 

Outer valence shell of the isolated B-atom contains 

a single 2p-electron. Consequently, their total num-

ber V=10 in B11
+
, V=11 in B11

0
 and B12

+
, V=12 in 

B11
–
, B12

0
 and B13

+
, V=13 in B12

–
 and B13

0
, and V=14 

in B13
–
, respectively. Obtained results of calcula-

tions confirmed the expectation that cluster-isomers 

with symmetrical shapes and without holes (vacant 

sites) in their structure, i.e., with the maximal num-

ber of interatomic bonds, should be most stable. 

Correspondingly, in the tables below, we present 

structures and characteristics only for ground-state 

isomers. 

Table 3-1 shows that among the neutral clus-

ters studied, the atomic charges are maximal in B11, 

apparently because of its asymmetric structure. On 

contrary, symmetric clusters B12 and B13 reveal 

higher polarity of bonding in their charged-states. 

0
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Table 3-1. Static charge number of atomic sites in most abundant boron clusters 

Ground-state isomer Cluster Coordination number Number of sites Static charge number 

 

 

 

 

 

B11
+ 

2 1 + 11/21 

3 4 + 2/7 

4 4 + 1/21 

6 2 – 3/7 

 

 

B11
0 

2 1 + 10/21 

3 4 + 3/14 

4 4 – 1/21 

6 2 – 4/7 

 

 

B11
– 

2 1 + 3/7 

3 4 + 1/7 

4 4 – 1/7 

6 2 – 5/7 

 

 

 

 

B12
+ 

3 6 + 5/16 

4 3 + 1/12 

6 3 – 3/8 

 

B12
0 

3 6 + 1/4 

4 3 0 

6 3 – 1/2 

 

B12
– 

3 6 + 3/16 

4 3 – 1/12 

6 3 – 5/8 

 

 

 

 

B13
+ 

3 6 + 4/13 

4 4 + 1/13 

6 3 – 5/13 

 

B13
0 

3 6 + 1/4 

4 4 0 

6 3 – 1/2 

 

B13
– 

3 6 + 5/26 

4 4 – 1/13 

6 3 – 8/13 

Table 3-2. Specific binding energy of most abundant boron 

clusters 

Clusters Binding energy per atom, eV 

B12
+ 6.49 

B13
+ 6.34 

B11
+ 6.21 

B13
0 5.60 

B12
0 5.47 

B11
0 5.34 

B13
– 5.25 

B11
– 5.24 

B12
– 5.10 

From the Table 3-2, one can see that positively 

charged clusters are certainly more stable than neu-

tral clusters, while lasts are more stable than nega-

tively charged ones. 

Table 3-3. Specific binding energy of neutral pairs of most 

abundant boron clusters 

Pairs of clusters Binding energy per atom, eV 

B11
– + B13

+ 5.83 

B12
+ + B12

– 5.79 

B11
+ + B13

– 5.69 

B11
0 + B13

0 5.48 

B12
0 + B12

0 5.47 

According to the date presented in the Table 

3-3, preferably channels of ablation of icosahe-

dral boron-rich materials are related to the for-

mation of neutral pairs of differently charged clus-

ters. 

4. Discussion and conclusions 

Before making conclusions based on results 
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obtained by us, we need to discuss shortly the theo-

retical data available in the literature on B12 cluster 

isomers stability. 

As is known, boron atoms are unique in their 

strong preference for forming icosahedral structural 

units. In the icosahedral cage B12, each atom has 5 

other atoms as nearest neighbors. Such B12 units are 

unstable by themselves, but distorted B12 icosahedra 

do form a stable framework for boron and many bo- 

ron compounds. In particular, the α-rhombohedral 

crystalline boron may be considered an almost per-

fect cubic close packing of B12 icosahedra. In gen-

eral, the persistence of the icosahedral structure is 

explained by the fact that the chemical valence 

of boron is not completely saturated under 5-fold 

coordination and that there exist outwardly di-

rected bonds which serve to link icosahedra. 

The Xα-method of the scattered-wave self- 

consistent-field (SCF–Xα–SW) with muffin-tin-pot- 

ential and local exchange was applied
[30]

 to deter-

mine quantitatively electronic structure and binding 

energy of icosahedral B12. Then the binding energy 

was used to estimate the cohesive energy of the B12 

units in the α-rhombohedral structure. From this, an 

effective B12–B12 interaction potential in the solid 

was constructed. The binding energy of 35.6 eV 

was obtained at an equilibrium bond distance of 

1.96 Å, which is within 10 % of the bond distance 

of 1.77 Å found in B12 icosahedra in bulk boron. 

The electronic structure of B12 corresponded to an 

open-shell configuration so that such an isolated 

cluster would be chemically unstable. 

Geometries and electronic structures of the B12 

cluster have been investigated using a Car–Parrine- 

llo ab initio molecular dynamics simulation
[31]

. The 

icosahedral structure was found to be locally sta-

ble, but with a few dangling bonds. On annealing or 

melting, this structure rearranges to a more open 

geometry. The new structure has a significantly lo- 

wer energy despite a lower coordination. But, bonds 

are stronger and there are no dangling bonds. 

The structure and stability of small boron 

clusters were investigated employing density func-

tional theory (DFT)
[32]

. The search for minima was 

performed using gradient methods at the local spin 

density (LSD) level. Most of the final structures 

prefer planar or quasi-planar forms and can be con-

sidered to be fragments of planar or spherical sur-

faces. A group of spherical boron clusters may exist. 

However, their energies are generally higher than 

those of the convex or quasi-planar clusters. This 

also means that clusters of real bulk, sections of 

the boron lattice, have less stable configurations. 

They try to close the open spheres with a small 

number of atoms. In particular, the distorted icosa-

hedral B12 cluster with closed structure has ener-

gy by 2.01–3.28 eV higher than that of the convex 

B12 structure. 

Based on ab initio quantum-chemical methods, 

accurate calculations on small boron clusters were 

carried out to determine their electronic and geo-

metric structures
[33]

. The geometry optimization 

with a linear search of local minima on the poten-

tial-energy surface (PES) was performed using an-

alytical gradients in the framework of the restricted 

Hartree-Fock SCF approach. Most of the final 

structures of the boron clusters are composed of two 

fundamental units: either of hexagonal or of pen-

tagonal pyramids. The resulting quasi-planar and 

convex structures can be considered as fragments of 

planar surfaces and as segments of nanotubes or 

hollow spheres, respectively. In particular, the most 

stable isomers of B12 clusters are 2 planar and 1 

convex clusters. In contrast to the convex or the 

quasi-planar clusters, the structures of the 

cage-clusters are rather similar to those of the 

well-known - and -rhombohedral boron crystals, 

or to those of the boron hydrides. The energies of 

the cage-clusters on average are between 2 and 5 eV 

higher than those of the convex or the quasi-planar 

clusters. 

Taking into account that interesting features of 

elemental boron and boron compounds are the oc-

currence of highly symmetric icosahedral clusters 

and rich chemistry of boron also dominated by 

cage-structures, in the study of Zhai et al.
[34]

, the 

authors reported experimental and theoretical evi-

dences that small boron clusters prefer planar 

structures and exhibit aromaticity and antiaromatic-

ity according to the Huckel rules, akin to planar 
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hydrocarbons. 

The electronic and geometric structures, in-

cluding binding energies, of small and neutral boron 

clusters have been investigated using DFT
[35]

. Line-

ar, planar, convex, quasi-planar, open-cage and cage 

structures have been found. None of the lowest en-

ergy structures and their isomers has an inner atom; 

i.e., all the atoms are positioned at the surface. 

Within size range under the consideration, the pla-

nar and quasi-planar (convex) structures have the 

lowest energies. In particular, 11 different structures 

of B12 cluster were investigated. Their binding en-

ergies are ranging from 4.037 to 4.599 eV/atom. 

The first lowest energy isomer is a convex structure 

containing three dovetailed hexagonal pyramids. 

Only ninth and tenth isomers are cages, slightly 

distorted icosahedral structures without the central 

atom. 

Among the several aromatic boron clusters, 

B12 and B13
+
 are unique. They show three distinct 

sets of sextets, resulting in extraordinary kinetic 

stability. A novel way to analyze them was pro-

posed in the study of Kiran et al.
[36]

, in which the 

cluster is partitioned as inner and outer rings. The 

molecular orbital analysis, based on this fragmenta-

tion, reveals that the delocalized valence electrons 

in B12 and B13
+
 clusters can be trifurcated leading to 

triple aromaticity, which is unique to these clusters. 

Recently, Bhattacharyya et al.
[37]

conducted a 

comprehensive numerical study of the ground-state 

structures of isomers of B12 cluster. Geometry opti-

mization was performed at a level of theory em-

ploying the extended basis sets. Once the geometry 

of a given isomer was optimized, its ground state 

energy was calculated more accurately at the level 

of theory employing even larger basis set. Thus, 

computed values of binding energies of various 

isomers are expected to be quite accurate. Geometry 

optimization revealed 10 distinct isomers. The vi-

brational frequency analysis performed on the 3 

lowest energy isomers showed them to be stable. 

While, in boron-rich solids, icosahedron is the basic 

structural unit, in the isolated form, it was demon-

strated to be unstable. The disc-like lowest-energy 

structure of B12 cluster can be seen as a conse-

quence of the Jahn–Teller distortion of its icosahe-

dral isomer. Computed binding energies per atom 

are 4.60 and 4.31 eV for quasi-planar and icosahe-

dral isomers with C3v and C2h point group symme-

tries, respectively. This work, based upon ab initio 

geometry optimization, verifies early results and 

predicts the B12 icosahedron to be higher in energy 

as compared to the lowest energy quasi-planar B12 

cluster. This clearly illustrates the tendency of the 

icosahedral structure towards distortion to a lower 

symmetry one, consistent with the Jahn–Teller the-

orem. 

Thus, neutral B12 icosahedral clusters consti-

tuting boron-rich materials, on ablation have to be 

converted into (quasi) planar disc-like isomer with 

higher specific binding energy. The charged cluster 

B13
+
 also should have higher stability. Consequently, 

the formation of B11, B12 and B13 clusters in differ-

ent charged-states is expected. 

Our calculations performed within the diatom-

ic model using quasi-classical B–B interatomic po-

tential, lead to following hierarchies in the for-

mation probabilities of single boron clusters in var-

ious charged states and their neutral pairs: B12
+
 > 

B13
+
 > B11

+
 > B13

0
 > B12

0
 > B11

0
 > B13

–
 > B11

–
 > B12

–
 

and B11
–
 + B13

+
 > B12

+
 + B12

–
 > B11

+
 + B13

–
 > B11

0
 + 

B13
0
 > B12

0
 + B12

0
, respectively. 

The obtained results would be helpful in con-

trolling the synthesis of nanoboron materials with 

specific engineering properties. 
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1. Introduction  

In the world there are many major scientific, educational and 

technological centers that are engaged in researches and various appli-

cations of nanotechnology and nanomaterials. In particular, there are a 

number of manufacturers of nanophase materials. The most famous 

among them is the company ―Nanophase Technologies‖, which pro-

duces nanodispersed powders ―Nanogard‖ and ―Nanotech‖ based on 

zinc and aluminum oxides, respectively
[1]

.  

Usually, nanophase materials are obtained by compacting bulk 

materials from nanodispersed particles with a diameter of 2 to 50 nm. 

As a result, after compacting, they consist of grains 4-30 nm in size. In 

their atomic structure, nanophase materials are neither amorphous, nor 

crystalline, nor even quasicrystalline. It is believed that they are in a 

low-dimensional-nanophase state. This production technology of nano- 

phase materials is still relevant today.  

Considering the main role of effects underlying their basis, 

low-dimensional nanomaterials can be classified as follows: 

1) Low-dimensional heterocrystalline ones with the effect of in-

tercrystalline proximity. 

2) Low-dimensional heterophase amorphous ones with the effect 

of interphase proximity. 

3) Low-dimensional ones with the quantum effect in their con-

stituent particles. 

4) Two-dimensional ones with the effect of interaction with the 

http://creativecommons.org/licenses/by/4.0/
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substrate. 

5) Two-dimensional ones with the effect of in-

teraction with the vacuum. 

6) Two-dimensional ones with a transboundary 

quantum size effect. 

Besides, various types of low-dimensional na-

nomaterials are possible, including thin-film, dis-

persed and composite nanomaterials, which are 

combination of these types of nanomaterials.  

Here, we will focus on subnanophase coatings 

(SNP) consisted of low-dimensional clusters with a 

decisive influence on these coatings of interaction 

effects with the substrate and vacuum. Due to the 

influence of the strained interface on their structure 

and properties, these coatings can have a set of 

unique properties that are absent in bulk coatings, 

as well as in massive nanophase materials. 

It is assumed that SNP coatings will be used in 

areas of the nano industry where the use of massive 

(with a thickness of more than 1 nanometer) and 

high-stable coatings is not required. Namely, when 

the coating can be non-equilibrium and metastable 

and have a nanometer thickness. 

The problem of creating SNP coatings is asso-

ciated with the methods of their synthesis, as well 

as with the methods of structural-phase diagnosis of 

their state and diagnosis of their properties, both in 

the process of obtaining these coatings and at its 

completion. The combination of the synthesis and 

growth control of SNP coatings in an ultrahigh 

vacuum environment allows reducing the number of 

control cycles and, thus, more effectively finding 

nanomaterials with the required properties.  

Ultra-high vacuum (UHV) is the most con-

venient and cleanest medium for controlling the 

atomic and electronic structure and various proper-

ties of coatings. UHV allows you to synthesize 

coatings from atomic or molecular beams
[2]

 and use 

electron, ion, and photon beams to diagnose coat-

ings
[3]

. In addition, UHV-vacuum provides the abil-

ity to control the surface state of the coatings during 

their synthesis and allows cyclically controlling the 

formation of ultrathin layers and their interfaces, 

creating the necessary composition and structure in 

them. In addition, UHV technology (UHVT) similar 

to nanotechnology (NT) is high-tech technology 

and use controlled manipulations with individual 

atoms and molecules.  

In a vacuum, particle beams and fields can in-

teract on a solid surface without interference. This 

property gives UHVT a unique advantage over NT 

in other environments. First of all, it is the control-

lability of the synthesis of coatings. Another im-

portant advantage of UHVT is the pure conditions 

for the synthesis and control of coatings. As for the 

lower level of practical application of UHVT due to 

the high cost, this is offset either by the high cost of 

the product (for example, in nanomedicine) or by 

the ability to produce a product in the form of a 

coating on large substrates (for example, in the field 

of solar energy, microelectronics and nanoelectron-

ics).  

Currently, methods and devices for the synthe-

sis and control of coatings in vacuum have evolved 

significantly and reached a high level of perfec-

tion
[4]

. This allows, in the main, focusing not on 

creating these methods, but on their use. However, 

the specificity of SNP coatings, their non-equilibri- 

um, subnanostructural state, requires more precise 

regulation and a wider range of growth parameters. 

For this, it is necessary to develop methods for 

producing directed atomic beams, which will have a 

higher density and simultaneously lower tempera-

ture or kinetic energy.  

In addition, the structure-phase specificity of 

SNP coatings, which differs in their atomic density 

and interatomic bonding configuration from bulk 

phases, requires the further development of more 

adequate methods of structural-phase analysis di-

rectly during synthesis. Therefore, it is necessary to 

increase the sensitivity of these methods or adapt 

them to the subnanometric sample thickness and to 

work in real time. The solution of these problems 

will allow creating new types of nanomaterials in a 

subnanophase state. 

The purpose of this work is to develop an ap-

proach to the self-organizing synthesis of subnano- 

phase coatings using physical deposition of vapor 

phase in ultrahigh vacuum.  
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2. Creating subnanophase coatings 

in vacuum 

For the synthesis of SNP coatings in vacu-

um, both new methods of obtaining atomic va-

por beams with low thermal energy of vapor are 

needed. Also methods of electron spectroscopy, mi-

croscopy and probe measurements adapted to SNP 

coatings are needed. In addition, it is necessary to 

solve the following list of main tasks for obtaining 

SNP coatings: 

(1) To develop design principles for their elec-

tronic and atomic structure. 

(2) To develop the principles of management 

of their growth and self-organization by regulating 

the density and temperature of the atomic vapor 

stream, as well as the temperature of the substrate. 

(3) To develop principles of subnanoscale di-

agnostics in real time of their structural-physical 

and other properties. 

For this, it is necessary to conduct both theo-

retical studies (including computer simulation) and 

experimental studies. 

Deposition from the vapor phase in vacuum at 

a low substrate temperature usually provides a 

non-equilibrium and, in particular, nanophase state 

of the coating
[5]

. However, to obtain a thinner coat-

ing in a sub-nanophase state, this is not enough. 

High kinetic energy of vapor and latent heat of 

phase transitions in coating lead to mixing at the 

interface and the formation of alloys or compounds 

and additionally cause cluster fusion into larger is-

lands and, thus, coarsening of the grains and transi-

tion to the bulk phase
[6]

. 

The obvious way to solve this problem is to 

evaporate the material at a source with a low vapor 

temperature
[6,7]

, as well as decreasing the diffusion 

and chemical interaction of the coating with the 

substrate using a sub- or single-molecular interme-

diate layer
[8]

. Also, it is necessary to modify the 

methods for monitoring the structural state of the 

coating and the interface layer thickness during the 

growth of coatings
[7,9,10]

. 

The possibility of realizing the self-organizati- 

on of SNP coatings from the vapor phase or atom-

ic beam was first shown by the example of metal 

growth on the surface of a single-crystal silicon 

substrate. Such a coating was first called by a sur-

face multilayer phase
[11,12]

, and then, a two-dimensi- 

onal nanophase
[13,14]

. The first of these names re-

flected the view on the stabilizing role of the sub-

strate, and the second on the two-dimensional na-

ture of the SNP coating. Subsequently, the SNP 

coating got the short name ―ν-phase‖. In this name, 

the uncertainty and low dimension structure of the 

SNP coating and, accordingly, the difficulty of its 

identification from experimental data were reflect-

ed. 

Indeed, the existing variety of experimental 

research methods (X-ray, electron, ion, probe mi-

croscopy and spectroscopy) is well developed for 

the study of single-crystal, amorphous and even 

quasicrystalline homogeneous structural state. But, 

in the case of low-dimensional, disordered and, in 

general, non-uniform coating, most of these meth-

ods do not allow identifying this coating and sepa-

rating them from bulk homogeneous phases. As a 

result, the SNP coating is often interpreted as a 

mixture of some bulk phases.  

Nevertheless, the method of electron spectros-

copy of characteristic electron energy loss (EELS) 

allowed us to identify the integral structure of the 

ν-phase, namely the structure of its electron density 

and, indirectly, of its atomic density. 

Indeed, the energy position of the loss peak in 

the EELS spectrum connected with the excitation of 

a volume plasmon gives information about the os-

cillation frequency of the plasma of valence elec-

trons in the local region in which the electron loses 

its energy. And the oscillation frequency, in turn, 

gives information about the density of valence elec-

trons and, indirectly, about the density of atoms that 

donate their electrons to a valence bond of one or 

another type. 

For a solid, an approximation of solid balls is 

usually used. In this model, atoms are very tightly 

packed like solid balls. With this, the densest pack-

ing is realized in an ordered lattice — in a crystal. 

But, in the crystal, one can break the dense structure 

of the packing by means of subjecting this body to 
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stretching, inserting vacancies and rotating intera-

tomic bonds, forming clusters and intercluster (in-

tergranular) defective interfaces, as well as rotating 

the clusters themselves relative to each other.  

Something similar seems to be realized in the 

ν-phase under the action of tensile stresses 

caused by the substrate and under the action of its 

conjugation with this phase. It leads to the fact that 

the atoms in the phase at the interface are not 

closely connected to each other and their packaging 

is not compact. Due to this, in the EELS spectrum 

of the ν-phase, shifted bulk plasma loss (BPL) peak 

is formed. But if the ν-phase has an inhomogeneous 

structure, there will form a whole group of peaks. 

Each peak in this group corresponds to a local col-

lective interaction with electrons of the same type 

of configuration of interatomic bonds and with the 

same electron density. The adaptation of the atomic 

and electron density in the phase to the density of 

the substrate, as well as the non-uniform nature of 

this density, cause the BPL peak to shift, expand, 

and decrease in intensity. Thus, it is possible to dis-

tinguish the ν-phase from the bulk coating and de-

termine the range of thickness on which the ν-phase 

is formed by use the shift, the degree of expansion 

of the BPL peak, and a decrease in its intensity.  

3. Experimental observation of met- 

al SNP on silicon 

A series of experiments was carried out to study the 

initial stage of growth of transition metals on silicon 

using the methods of AES, LEED, EELS, AFM, as 

well as measurements of conductivity, optical re-

flection and magnetization. Namely EELS data 

showed the formation of an SNP coating. Based on 

EELS data, we previously called these coatings by 

the ν-phase, and then we called them by the wetting 

layer (WL). The latter name reflects the adaptation 

of the atomic density of the SNP coating to the 

atomic density of the substrate. 

Figure 1 and 2 present the EELS spectra fami-

lies, showing changes of electron density in Fe and 

Cr layers and at the metal-substrate interface, dur-

ing growth of Fe and Cr on Si (001) and Si (111), 

respectively. In Figure 1a and 1b, electron density 

changes are shown in the case of mixing Fe with the 

Si substrate and in the case of the growth of pure Fe 

at elevated and lowered temperatures of metal’s 

vapor, respectively. Figure 1c shows the EELS 

spectra of the Fe–Si phases obtained after annealing 

the samples of Figure 1b. 

 

Figure 1. EELS Fe on Si (001) in the case of Fe growth at ele-

vated (a) and lowered (b) vapor temperature, respectively; (c) 

EELS of Fe–Si phases on Si (001) after moderate annealing of 

the Fe coating in Figure (b)[15]. 

In each case, we see transitions of: 1) a pure 

silicon surface (Si) into the surface phase (SP); 2) 

SP into the wetting layer (WL); and 3) WL of 

maximum thickness into the bulk phase (BP) of the 

metal or metal-silicon compound (silicide). These 

transitions show a change in the position of the 

peaks of the surface (E1) and bulk (E2) losses. The 

transition into SP ends when the surface loss shift 

ceases. And the transition into WL is completed 

when the energy position of the peak of bulk losses 

stabilizes without reaching the position of the peak 

of bulk losses in BP (EB). 

Figure 1a and 1b also show a non-monotonic 

increase in the energy of the peak of bulk plasmon 

losses, corresponding to transitions from SP to WL 

and from WL to BP. The formation of WL in 

non-equilibrium conditions is a general phenome-

non of the formation of the metal/silicon interface. 

With this, in the case of solid-phase epitaxy, even 

ordering WL occurs, as is shown in Figure 2. And 

that evokes compacting WL. Therefore atomic den-

sity of WL becomes closer to the density of bulk 

silicide.  
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However, as can be seen from Figure 1b and 

Figure 1c, the amplitude of the peak of volume 

plasmon losses at the stage of WL formation is 

much smaller, and the peak width is greater than in 

BP. This can be explained only by the formation of 

SNP coverage. Moreover, in the case of SNP cov-

erage of pure Fe on Si (001) (Figure 1b), these dif-

ferences are more pronounced, since this coating is 

in a more non-equilibrium state and has a more 

pronounced gradient of the atomic density. 
 

 

 

 

 

 

 

 

 

 

Figure 2. EELS and LEED of Cr-Si phases on Si (111) ob-

tained by the deposition of Cr with an elevated vapor tempera-

ture and annealing[15]. 

Indirect evidence of the formation of the Fe 

SNP on Si (001) at the WL formation stage was ob-

tained on the basis of AES and AFM data. At this 

stage, for samples in Figure 1c, the stability of the 

coating in composition decreased according to AES, 

and the height of the surface relief was significantly 

less than at the stage of BP formation
[14]

.  

At the same time, on the AFM images, the WL 

relief was not seen due to the diameter of the AFM 

needle near 1 nm. Invisible relief at this thickness 

can be explained only by a subnanophase structure 

of the coating. Additional confirmation of such 

structure of the metal WLs is also provided by data 

of on their electrical, optical and magnetic proper-

ties
[16]

. These data show a resistive type of conduc-

tivity (independence of resistance on the tempera-

ture) of Cr WL, a high UV absorption (low UV 

reflection) in WL of Fe on Si (001). Moreover, the 

dependence of polarized light reflection on the 

magnitude of the magnetic field perpendicular to Fe 

WL corresponds to the superparamagnetism of this 

WL. And as it is known, resistive type of conduc-

tivity, high UV absorption and superparamagnetism 

are most pronounced in coatings and films of metals 

with a nanophase or finely dispersed structure. 

4. Properties and application of 

SNP coatings 

Cluster or subnanoscale structure, uneven 

along the plane and subnanoscale gradient of struc-

tural properties in the transverse direction, deter-

mine the specific properties of coatings. Examples 

of specific properties of SNP coatings can also be 

increased wetting ability, increased surface area, 

increased surface curvature and latent energy of 

stresses. Due to the reduced atomic density, the 

presence of clusters, near amorphous type structure, 

a large number of vacancies, they will also have 

their modified electronic structure and modified 

optical, magnetic and electrical properties. And, as a 

result, there will be coatings with high UV absorp-

tion, magnetic-soft coatings and coatings with resis-

tive conductivity type
[16]

. In addition, in SNP coat-

ings, by analogy with multilayer coatings, a chemi- 

cal potential gradient is possible and, as a conse-

quence, the presence of an embedded electric field. 

Due to the low thickness of SNP coatings and 

due to the vacuum environment during physical 

vapor deposition, the scope of applications of SNP 

coatings will be limited to the element base of elec-

tronics, optoelectronics, and telecommunications. In 

addition, they can be used for various specialized 

applications where there is no mechanical damage 

and the influence of the corrosive environment and 

the atmosphere (for example, in biosensors). 

It is assumed that the main application of SNP 

coatings will focus in the range of nanoelectronics, 

nanospintronics, nanooptics, nanoplasmonics, and 

analytical instrumentation for ecology, biology and 

medicine. Another application of SNP is the use of 

a tension energy hidden in them for solid-phase re-

actions, crystallization and other processes of for-

mation of ultra-thin coatings.  
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5. Conclusion 

The subnanophase coatings as a class of new 

materials have been proposed based on the classifi-

cation of low-dimensional nanomaterials. Synthe-

size these coatings using physical deposition from 

low-temperature vapor with control them in ultra-

high vacuum, and use the EELS method to identify 

their subnanophase structure have been proposed. 

The experimental observations of subnanophase 

coatings in the form of a metal wetting layer on sil-

icon substrate and also the indirect evidences of 

their subnanophase structure on data of AFM, opti-

cal, electrical and magnetic measurements have be- 

en presented. The properties and possible applica-

tions of subnanophase coatings are considered.  
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1. Introduction 

Metal-organic framework (MOF) is a promis-

ing class of materials composed of metal centres or 

clusters and organic linkers. These are porous crys-

talline materials in which metal is locked into a po-

sition to produce rigid and porous geometry and 

connected through different organic groups. Due to 

structural flexibility, large surface area and tailora-

ble pore size, MOFs have wide applications in field 

of gas adsorption and storage, separation, catalysis, 

sensing, molecular recognition, drug delivery, non- 

linear optics, luminescence etc.
[1-12]

. Due to three di- 

mensional tuneable porous channels, MOFs are 

useful materials for storage, separation or conver-

sion of molecules on the basis of dimension. Gen-

erally, MOFs are related to the general class of 

co-ordination polymers. However, MOFs are more 

specific than co-ordination polymers for 2D or 3D 

crystallized networks with porous structure. Thus 

these are also termed as porous coordination poly-

mer (PCP)
[13,14]

. Although, several review articles 

on metal-organic frameworks have been published 

previously, however, recent advances including the 

contributions of some Indian research groups, such 

as Banerjee et al., Ghosh et al., and Kumar etc. ne-

cessitates further review on this topic. The present 

paper comprehensively reviewed the methods of 

synthesis, properties and applications of MOFs bas- 

ed on reported literature. Recent advances and new 

foundations, direction for further exploring MOFs 

for their applications as well as critical analysis of 

the research have been incorporated in this paper so 

as to provide the current status of the field. 

 
Figure 1. Some Linkers used in synthesis of MOFs. 

2. Structural aspects 

2.1 Primary building units 

The metal ions (connectors) connecting the 

organic polymers which are linkers are basic pri-

mary units that result in porous three dimension 

structure MOFs. Thus, the metal ions and organic 

compounds used in the formation of metal-organic 

frameworks are the ―Primary Building Units‖. 

Commonly, metal ions of first row transition series 

such as Cr
3+

, Fe
3+

, Co
2+

, Zn
2+

 are used as connectors 

in the formation of MOFs
[15-17]

. Some alkali metal 

ions
[18,19]

, alkaline-earth metal ions
[20-22]

 and rare 

earth metal ions
[23-27]

 are also used as a metal con-

nector in the synthesis of MOFs. Nitrate, acetate, 

sulphate, chloride and oxide of metals are used as 

precursor for preparing MOFs in most of the syn-

thesis routes. However, in electrochemical synthesis 
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of MOFs metal rods are used.  

Organic linkers, through which the metal ions 

or nodes are connected, generally contain functional 

groups that are capable of forming coordina-

tion bonds such as carboxylate, phosphate, sul-

fonate, amine, nitrile etc. some examples of organic 

linkers are shown in Figure 1. 

2.2 Secondary building units (SBUs) 

In MOFs, organic linkers are connected throu- 

gh metal-oxygen-carbon clusters, instead of metal 

ions alone. These metal-oxygen-carbon clusters are 

referred as ―Secondary Building Units‖ (SBUs). 

SBUs have intrinsic geometric properties, which 

facilitate MOF’s topology
[28]

. Some SBUs are 

shown in Figure 2. 

 

Figure 2. Some secondary building units (SBUs). 

2.3 Classification of metal-organic frame-

works 

On the basis of structural features, MOFs 

have been classified
[29]

 in following groups. 

(a) Rigid frameworks: These are stable and 

robust porous frameworks and retain their porous 

framework on adsorption or desorption of guest 

molecules. These MOFs are applicable in molecular 

sieving
[30]

. 

(b) Flexible/dynamic frameworks: Flexible fra- 

meworks show an utmost change in shape on inser-

tion or removal of guest particles and also affect-

ed by external factors such as pressure, temperature. 

Dynamic MOFs show a change in framework on 

removal of solvent molecules but retain their porous 

structure on adsorption of gas molecules at high 

pressure
[4]

. MIL-5
[31,32]

, MIL-8
[33]

 and SNU-M10
[34]

 

are some MOFs that exhibit breathing effect during 

adsorption and desorption. In breathing MOFs
[35]

, 

there is a severe change in unit cell volume (pore 

volume) on adsorption/desorption of guest mole-

cules. Different types of flexibility modes are iden-

tified and reviewed as shown in Figure 3. 

 
Figure 3. Classification of different flexibility modes of MOFs. 

(c) Open metal site: Performance of MOFs 

can be enhanced by the presence of open metal site. 

Presence of water in open metal site MOFs enhanc-

es the CO2 capture ability of the MOFs. For exam-

ple, HKUST-1 [(Cu)3(btc)2] which has an open 

metal site structure and consists of paddlewheel 

units Cu2(COO
-
) connected through btc

3-
 ligands, 

exhibits a significant increase in CO2 adsorption 

when it contains 4 wt.% water
[36]

. 

(d) Surface functionalized framework: Adsorp-

tion ability of MOFs can be enhanced by grafting 

functional groups onto the surface of the MOFs. 

Functional groups with a high affinity for CO2 (e.g. 

arylamine
[37]

, alkylamine
[38]

, hydroxyl
[39]

) have been 

reported to enhance the capacity and selectivity of 

MOFs for CO2 adsorption when these functional 

groups are grafted onto the surface of the porous 

framework through either ligand modification or 

coordination to unsaturated metal centre.  

3. Synthesis of MOFs 

As discussed earlier, MOFs consists of two 

major components, metal ion and organic linkers 
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or bridging ligands. Conventionally, MOFs are 

prepared by combining metal ions and organic link-

ers under mild conditions in order to get a crystal-

line and porous network. This is termed as ―Modu-

lar Synthesis‖
[40]

. 

 

 

During the last two decades, different synthesis 

methods have been developed and applied to syn-

thesize these materials. In general, these can be 

classified as conventional solvothermal method and 

unconventional method. 

3.1 Conventional solvothermal/hydrotherm- 

al and non-solvothermal method 

In conventional solvothermal synthesis, a mix- 

ture of metal ions and organic linkers in solvent is 

heated in glass vials (for lower temperature) or in 

Teflon lined autoclaves or bomb reactor (for tem-

perature higher than ≈400 K)
[41]

. If water is used as 

solvent, this method is termed as hydrothermal 

method. The synthesis parameters that are con-

trolled for specific structure are pressure, tempera-

ture, solvent composition, reagent concentration etc. 

Temperature of reaction mixture is an important 

parameter in the synthesis of MOFs. When the 

temperature of the reaction is higher than the boil-

ing point of solvent, then the reaction is referred as 

solvothermal reaction and when the temperature is 

lower than the boiling point of solvent, it is referred 

as nonisothermal reaction. Some MOFs, such as 

MOF-5, MOF-74, MOF-177, HKUST-1 ZIF-8, 

have been reported to synthesize at ambient condi-

tion
[42-44]

. This method is also known as direct pre-

cipitation reaction. Morphology of the crystals pro-

duced is highly affected by the reaction tempera-

ture
[45]

.  

3.2 Unconventional methods 

A mixture of metal salt and organic linker is 

grinded in a mortar pestle or in a ball mill without 

using solvent after grinding the mixture is heated 

gently to evaporate water or other volatile mole-

cules which are formed as by products in the reac-

tion mixture
[46]

. This method is termed as mecha-

nochemical method. In this method, breaking of 

intramolecular bonds by mechanical force takes 

place followed by a chemical transformation. The 

method is known to be environmentally friend-

ly because of no use of any solvent and can give 

high yield of products
[47,48]

. Quantitative yields of 

small MOF particles can be obtained in short reac-

tions times, normally in the range of 10-60 min. In 

many cases, metal oxides were preferred over metal 

salts as starting material, which results in water as 

the only byproduct
[49]

. Synthesis of porous frame-

work using mechanochemical method is first re-

ported by Pichon et al.
[50]

 in 2006. Comparative stu- 

dy of a bipyridene-based covalent organic framewo- 

rk (COF) has been reported using solvothermal and 

mechanochemical methods and it is revealed that 

proton conducting property
[51]

 is revealed by mech-

anochemically synthesized COF only. When solvent 

is added in a small amount, the mechanochemical 

process is termed as liquid-assisted grinding (LAG). 

Addition of small amount of solvents in reaction 

mixture accelerates the mechanochemical reac-

tions by increasing the mobility of the reactants
[52]

. 

3.3 Alternative synthesis methods 

Alternative routes have also been attempted in 

addition to these methods. Alternative routes can 

lead to different crystallization rate, particle size, 

size distribution and adsorption properties as well 

as morphologies that can have an influence on the 

properties of material. For example, diffusion of 

guest molecules in porous materials with different 

particle size can exhibit a direct effect on catalytic 

activity, adsorption and separation capacity of mol-

ecules. Important alternate routes can be catego-

rised as: 

3.3.1 Microwave-assisted synthesis 

In this method, energy for reaction is provided 

in the form of microwave (MW) radiation. It is 

generally used in organic syntheses, but it has wide 

application in rapid synthesis of nanoporous mate-

rials. Apart from fast crystallization, phase selectiv-

ity
[53,54]

, narrow particle size distribution
[55]

 and 

morphological controls
[56,57]

 are some of the ad-

vantages of this method. Several MOFs containing 

Metal ions  +  organic linkers      MOF 
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Fe
3+

, Al
3+

, Cr
3+

, V
3+

, Ce
3+

 have been synthesised 

using MW assisted method. Cr-MIL-100
[58]

 is the 

first MOF which has been synthesized via MW 

method. 

Formation of MOFs has been reported to carry 

out under MW radiation at a temperature over 

100˚C with reaction time exceeding 1 hour. Gener-

ally, MOFs can be formed quickly via MW irradia-

tion with respect to conventional electrical heating 

process. By applying MW synthesis route two 

MOFs, named IRMOF-1 and HKUST-1, are studied 

widely. IRMOF-1 reveals crystals of higher quality 

and better CO2 adsorption when it is synthesized via 

MW assisted route
[59]

. Highly pure and micropore 

with high volume (0.79 cm
2
 gm

-1
) HKUST-1 is pre- 

pared by MW synthesis in a short time of 30 

minutes
[60]

. 

3.3.2 Electrochemical synthesis 

Researchers at BASF first reported the synthe-

sis of MOF using electrochemical route
[61]

. They 

developed new synthesis procedures for some 

MOFs using Zn, Cu, Mg, Co as cathode material 

and 1,3,5-H3BTC and 1,2,3-H3BTC, H2BDC and 

H2BDC-(OH)2 as linkers. Electrochemical synthesis 

of MOF uses metal ions continuously supplied 

through anodic dissolution as a metal source instead 

of metals salts, which react with the dissolved link-

er molecules and a conducting salt in the reaction 

medium. Protic solvents are used to avoid deposi-

tion of metal on cathode, but H2 is generated in this 

process
[62]

. The electrochemical route is also possi-

ble to run normal batch reactions
[49]

. MOFs con-

taining ionic liquids as linker e.g. [Zn(MIm)2] and 

[Zn(BIm)2] are also synthesized via electrochemical 

route
[63]

. 

Schlesinger et al.
[60]

 synthesized HKUST-1 

using solvothermal, ambient pressure and electro-

chemical routes and compared the effect of synthe-

sis procedures on its properties. It has been pointed 

out that the product obtained via electrochemical 

route reveals inferior quality due to incorporation of 

linker molecules and/or conducting salt in the pores 

during crystallization. 

3.3.3 Sonochemical synthesis 

This is a rapid and environmental-friendly 

method in which ultra-sonic radiation (20 kHz-10 

MHz) is used for MOFs synthesis. This method, via 

homogenous and accelerated nucleation, can also 

achieve a reduction in crystallization time and sig-

nificantly smaller particles size than those by the 

conventional solvothermal synthesis
[64,65]

. When hi- 

gh energy ultrasound interacts with liquid, cavita-

tion (process of bubble formation, growth and col-

lapse under altering pressure) takes place and pro-

vides energy with high temperature of ≈5000K and 

pressure of ≈1000 bar
[66]

.  

In case of solids, microjets are formed as a re-

sult of cavitation process and these microjets clean, 

erode or activate the surface. Dispersion of ag-

glomerated smaller particles takes place. A chemi-

cal reaction can take place when ultrasonic radia-

tion is applied to homogenous liquid. Qiu
 
et al.

[67]
 

were the first who reported a MOF [Zn3(BTC)2] 

synthesized sonochemically in ethanol which re-

veals selective sensing towards organoamine. Effect 

of reaction time on particle size is also investigated 

in sonochemical synthesis of MOFs. Partial decom- 

position of crystals at long reaction time is obtained 

in the sonochemical synthesis of HKUST-1
[68]

. 

3.3.4 Layer by layer synthesis 

Layer by layer method is used for the prepara-

tion of MOF thin films. The method is based on 

surface chemistry in which functionalized organic 

surface is immersed sequentially into the solutions 

of metal ion and organic linker. It was observed that 

orientation of thin film depends on that sequence 

through which the reactants are added
[69]

. The ki-

netics for stepwise formation in this method 

has been studied using Surface Plasmon Resonance 

(SPR) spectroscopy. Metal source and surface ter-

mination are the two major factors that affect the 

rate of growth MOF film
[70,71]

. Highly oriented 

growth was observed for substrates functionalized 

with different functional groups such as COOH, 

OH
[72]

. 

Besides these synthesis routes, other routes 

such as chemical solution deposition
[73-75]

 (for the 

preparation of thin film MOFs), post syntheis modi-
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fication
[49]

 (when functional groups cannot be in-

corporated during MOF synthesis), and ionothermal 

method
[76, 77]

 (ionic liquids are used as solvent) have 

also been implemented for MOF synthesis. Banerj- 

ee and coworkers have reported Fe-based MOF 

which is prepared by Fe-metallogels via gel degra-

dation
[78]

. However, other MOF has not been re-

ported by this method so far. 

4. Factors affecting the synthesis of 

MOFs 

4.1 Solvents 

Solvent system plays an important role in 

MOF synthesis as well as in deciding the morphol-

ogy of MOFs. Solvents may coordinate with metal 

ion and or may act as space filling molecules
[79,80]

. 

Instead, they also act as a structure directing 

agent
[49]

. Solvents used in MOF synthesis should 

have high boiling point and polar nature. Usually, 

dimethyl formamide (DMF), diethyl formamide 

(DEF), dimethyl sulphoxide (DMSO), dimethyl 

acetamie (DMA), alcohols, acetone, acetonitrile etc. 

are used as solvent as is shown in Figure 4. Some-

times a mixture of solvents is also used, which de-

pends on the solubility of starting materials.  

MOF synthesis process is affected by the reac-

tion medium because of polarity of solvent used and 

solubility and protolysis property of organic linker. 

It is also reported that different solvent systems in 

same reaction condition provide MOF of different 

morphology. This may happen because of differ-

ence in degree of deprotonation of organic linker in 

different solvent system. Banerjee et al.
[81]

 reported 

MOFs containing magnesium and PDC (3, 5–pyrid- 

ine dicarboxylic acid) have different crystal struc-

ture prepared under same condition using different 

solvent system (Figure 5). They found that coordi-

nation ability of solvent with metal determines the 

dimensionality of MOF network. Among DMF, 

H2O, EtOH and MeOH, H2O has the highest affinity 

towards Mg while EtOH and MeOH do not having 

any affinity to coordinate with metal centres when 

DMF/MeOH and EtOH/H2O are used as solvent. 

 

Figure 4. Solvents used in Synthesis of MOFs. 

 

 

Figure 5. Effect of solvent systems on morphology of MOF. 
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In addition to structure, different solvent sys-

tems result in synthesis of MOFs having difference 

in pore size. MOFs of cobalt and 4,4’-((5-carboxy- 

1,3-phenylene bis(oxy)) dibenzoic acid (H3CPBDA) 

were synthesized using three different solvents viz. 

DMP, DMA and DMF under the similar conditions 

resulting into pore sizes of 76.84 Å, 74.37 Å 

and 72.76 Å respectively. The change in pore size 

due to different solvents has been correlated with 

the size of the solvent molecule. Among the three 

solvents used the size of the molecules varies as 

DMP > DMA > DMF. The pore size also reduces in 

the same order
[82]

. Similar correlations are report-

ed by other researchers
[83]

.  

4.2 Effect of temperature and pH on synthe-

sis of MOFs 

Temperature and pH of reaction medium have 

remarkable influence on synthesis of MOFs. Dif-

ferent coordination modes can be adopted by link-

ers at different pH ranges
[84]

. Further, the degree of 

deprotonation of linker increases on increasing the 

pH value. For example, Al
3+

 ion is coordinated with 

four, six and eight carboxyl O-atoms with increas-

ing pH resulting into MIL-121 (pH = 1.4), MIL-118 

(pH = 2) and MIL-120 (pH = 12.2) respectively
[85]

. 

Interpenetrated network has been reported to be 

formed at higher pH value and uninterpenetrated at 

lower pH
[86]

. Colour of MOF compounds also de-

pend on pH of reaction medium. Luo et al
[87]

, 

through their experimental work, explored three 

Co-MOF complexes, viz. [Co2(L)(HB-TC)2(μ2- 

H2O)(H2O)2].3H2O (1), [Co3(L)2(BTC)2].4H2O (2), 

[Co2(L)(BTC)(μ2-OH)(H2O)2].2H2O (3), (L = 3,3’, 

5,5’-tetra(1H-imidazol-1-yl)1,1’-biphenyl and BTC 

= 1,3,5-benzenetricarboxylate) exhibit different str- 

ucture and colour, by altering the pH value. Along 

with structure and colour, these three MOFs exhib-

ited different adsorption capability. It is also re-

vealed that compounds of higher dimension are 

formed at higher pH
[88]

. The effect of pH on various 

properties of MOFs is summarized in Table 1 as 

reported in the study of Chu et al.
[88]

 

Table 1. Effect of pH on MOFs 

S. 

No. 

Properties of 

Co-MOFs 

Complex-1 Complex-2 Complex-3 

1 Chemical For-

mula 

[Co2(L)(HBTC)2(μ2-H2O)(H2O)2].3H2O [Co3(L)2(BTC)2].4H2O [Co2(L)(BTC)(μ2-OH)(H2O)2].2H2O 

2 Morphology Monoclinic Monoclinic Orthorhombic 

3 Space group P2/c C2/c Pccn 

4 pH 5 7 9 

5 Colour Pink Purple Brown 

Temperature of the reaction is another im-

portant factor which affects the properties of syn-

thesized MOFs. High temperature favours higher 

crystallization due to high solubility of reactants 

and results in formation of large crystals of high 

quality
[89-91]

. Nucleation and crystal growth rates 

were affected by temperature of reaction mixture. 

Morphology of synthesized MOFs can also be al-

tered by varying the temperature of reaction medi-

um. MOFs of Tm-succinate
[92]

, are synthesized at 

different temperatures with same empirical formu-

la but different morphology i.e. monoclinic and tri-

clinic. Bernini et al. prepared two Ho-succinate 

MOFs and reported that the MOFs prepared via 

hydrothermal method at higher temperature is ther- 

mally more stable as compared to the other pre-

pared at room temperature
[93]

. Along with thermal 

stability, hydrothermal methods also provide denser, 

less hydrated and higher dimensional solids
[94]

. 

5. Factors affecting the stability of 

MOFs 

5.1 Surface engineering 

Crystal growth of MOFs can be altered via 

―coordination modulation‖
[95]

 which involves in-

troduction of monodentate ligands known as ―mod-

ulators‖ with same functional group as to the exist-

ing multidentate organic ligand. Modulators can 

increase or decrease the crystal growth by control-



 

94 

ling the nucleation leading to the formation of 

MOFs crystals of different size. When modulators 

decrease the crystal growth they can be used as 

―capping agents‖. Sodium acetate
[96-99]

, sodium 

formate
[99-101]

, acetic acid
[102-104]

, benzoic acid
[103]

, 

n-dodecanoic acid
[105]

, trifluoroacetic acid (TFA)
[106]

, 

pyridine
[104]

, n-butyl amine
[101]

, 1-methyl imidaz-

ole
[101]

, polymers such as PVP
[107]

, PEG
[108]

, chi-

tosan
[108]

 have been used as modulators/capping 

agents in synthesis of MOF. It is also reported that 

the concentration of modulator can influence the 

crystal size and morphology of MOF crystals. In 

microwave synthesis
[109]

 of HKUST-1, when lauric 

acid is used as modulator, the crystal sizes change 

from nano to micro scale range. However, when 

capping agent is used in large amount formation of 

a new phase is induced
[99]

. Stability and specific 

properties of MOF crystals such as molecule sens-

ing
[107,110]

, drug delivery
[108]

 etc. can be enhanced by 

using modulators. MOF
[111]

 coated with liposomes 

lipid has been explored for imaging and anticancer 

property. Effect of some modulators or capping 

agents on the properties of MOFs has been summa-

rized in the Table 2. 

Table 2. Effect of capping agents/modulators on MOF properties 

S. No. Modulator/caping agent MOF Change in MOF’s property Ref 

1 Sodium formate HKUST-1 Reduction in crystal size, phase change 100 

2 Sodium Acetate MIL-68(In) Decrease in length and diameter of hexago-

nal nanorods 

97 

3 n-dodecanoic acid HKUST-1 Change in morphology 105 

4 Acetic acid NH2-MIL-53 (Al) Selective capping of crystal faces 102 

5 Benzoic acid, acetic acid UiO-66, UiO-66(NH2), 

UiO-67, UiO-68 

Improve crystallinity, formation of single 

crystal 

103 

6 TFA UiO-66 Induce defects 106 

7 Sodium Acetate [Ln(1,3,5-btc)(H2O)]n 

(Ln = Dy3+, Tb3+) 

2D nano sheet 98 

8 PVP/silica [Mn(1,4-bdc)(H2O)]n Selective uptake in human cancer cell, En-

hance imaging  

110 

9 PEG MIL-88, MIL-100 Improve aggregation, neutral zeta potential 108 

MOFs are also modified via exchanging a ter-

minal ligand by a bridging ligand of different func-

tionality (Figure 6). Research group of Kitagava 

successfully exchanged the surface ligands of 

Zn-based MOFs [Zn2(1,4-ndc)2 (dabco)]n and 

[Zn2(1,4-bdc)2(dabco)]n with a fluorescent dye bo-

ron dipyromethene (BODIPY). In these MOFs, only 

surface carboxylate ligands were exchanged and 

surface dabco ligands remained unmodified. Furth- 

er, due to bulkier nature of BODIPY in comparison 

to original carboxylate ligand, it gets attached to 

surface only
[112]

. Liu et al.
[113] 

demonstrated the ef-

fect of surface modification on properties of ZIF–8. 

It shows greater stability towards hydrolysis when 

its surface ligand 2-methylim-idazole has been ex-

changed with more hydrophobic ligand 5, 6-dimeth- 

ylbenzimidazol (DMBIM). 

 

Figure 6. Effect of pH control and crystal capping during coordination modulation. 
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Unlike linker ligand exchange, it has been dif-

ficult to control metal cation exchange in MOFs, as 

it can lead to the formation of Core-shell struc-

ture
[114]

. Kitagawa and group reported the core shell 

hybrid of Cu-MOF [Cu2(1,4-ndc)2(dabco)]n synthe-

sized on Zn analogous [Zn2(1,4-ndc)2(dabco)]n by 

adding Zn crystals to the solution of CuSO4.5H2O, 

1,4-ndc and dabco. Formation of green crystals 

confirms the formation of Cu-MOF on Zn frame-

work surface
[115]

. 

6. Major applications of MOFs 

In MOFs, there is a simultaneous appearance 

of three characteristics, viz. crystallinity, porosity 

and existence of strong metal-ligand interaction. 

The unique combination of these properties makes 

MOFs a very special class of materials
[116]

. MOFs 

show application in catalysis, drug delivery, gas 

storage, nanoparticle precursor, luminescence, elec-

trochemistry and as sensor in technology. 

6.1 Gas storage and separation 

There are several methods for storing gas ef-

fectively but these require high pressure tank and 

multistage compressor. These methods are highly 

expensive for practical uses and there is a need of 

simpler and cheaper solution. To overcome these 

issues and to find safer storage methods, several 

materials, like Zeolite or activated porous carbons, 

have been studied for gas storage. In this context, 

MOFs have provided edge over other materials. 

This is due to easy preparative methods, high sur-

face area, wide opportunities for functionalization 

and tuneable pore structure which makes MOFs 

preferable compared to other porous materials. 

More than 300 MOFs have been tested for H2 

storage. One of the promising MOFs for this pur-

pose is MOF-177 which consists of [Zn4O] clusters 

and 4,4’,4’’-benzene-1,3,5–triyltribenzoate (BTB) 

to form (6,3) net
[117]

. Due to its high surface area 

(~5000 m
2
g

-1
) and large pore volume, it shows a 

gravimetric H2 uptake of 7.5 wt.% at 70 bar and 77 

K. MOF-5 (IRMOF-1), which is constructed from 

[Zn(OAc)2] and terepthalic acid, possesses a BET 

surface area of 3800 m
2
g

-1
 and takes up 7.1 wt.% at 

40 bar and 77 K. Apart from these two, MOF-210, 

MIL-101, HKUST-1, NU-100, PCN-12, NOTT-102 

and MOF-205 are also known for H2 storage
[118-121]

. 

Generally MOFs with open metal sites provide high 

surface area facilitating stronger interaction be-

tween the metal ion and H2 molecule. This is the 

principal reason behind the high H2 uptake in MOFs. 

NU-100
[120]

 has the highest excess H2 storage ca-

pacity i.e., 99.5 mgg
-1

 at 56 bar and 77 K. MOF- 

210
[121]

 has been reported as highest total H2 storage 

capacity of value 176 mgg
-1

 at 80 bar and 77 K. In 

addition experimentally, it is reported that doping 

MOFs with metal ions could enhance the H2 uptake 

capacity
[46,122]

. As compared to other H2 storage 

systems such as transition metal hydrides, MOFs 

require little energy to release adsorbed hydrogen. 

This released hydrogen can be used in automobile 

and fuel cell industries
[123]

. 

MOFs are reported to be useful for reducing 

CO2 level in atmosphere. For example, MOF-210 is 

the highest surface area (10450 m
2
 g

-1
) MOF known 

to date, synthesized from 4,4’,4’’-[benzene-1,3,5- 

triyl-tris(ethyne-2,1-diyl)] tribenzoate (H3BTE), bi- 

phenyl-4,4’-dicarboxylat (H2BPDC), and zinc (II) 

nitrate hexahydrate
[121]

 and has an uptake of CO2 

2400 mg g
-1

 (74.2 wt.%, 50 bar at 298 K) which 

exceeds that of any other porous material. 

MOF-200 has a similar CO2 uptake as MOF-210 

under similar experimental conditions
[121]

. Other 

well-known MOFs, such as NU-100 (69.8 wt.%, 

40 bar at 298 K), Mg-MOF-74 (68.9 wt.%, 36 bar at 

278 K), MOF-5 (58 wt.%, 10 bar at 273 K), and 

HKUST-1 (19.8 wt.%, 1 bar at 298 K) also show 

considerable CO2 uptake. It has also been proved 

experimentally and theoretically that the presence 

of polar groups such as — NH2 or free N containing 

organic heterocyclic residues on the pores is helpful 

for high CO2 uptake compared with unfunctional-

ized analogues. One of the best examples, Bio-

MOF-11, exhibited the effects of an N-heterocycle 

and its CO2 uptake of 15.2 wt.% (at 1 bar and 298 K) 

exceeds any other MOF in the same category
[124]

.  

Noro et al. studied the first methane sorption 
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study on MOFs
[125]

. Zhou and co-workers showed 

methane uptake of 16 wt.% (35 bar) in PCN-14 

[Cu2(adip), Adip = 5,5’-(9,10-anthracenediyl)di- 

isophthalate] MOF, having BET surface area 1753 

m2 g-1[126]. Other MOFs such as HKUST-1 (15.7  

wt.% at 150 bar), MIL-101 (14.2 wt.% at 125 bar), 

IRMOF-1 [228 cm3 (STP) g-1 at 298 K and 

~36 bar], and MOF-210 (264 mg g
-1

)
[121]

 also show 

considerably high methane uptake capacity. In the 

case of Ni-MOF-74 [190 cm
3 

(STP) g
-1

 (298 K, 

35 bar)], open metal sites are the dominating factor 

responsible for the high methane capacity
[15]

. Other 

important hydrocarbons like benzene, toluene, xy-

lene and linear hydrocarbons have also been effec-

tively separated from liquid mixtures by trapping 

inside MOFs. 

Hazardous gases like CO and NO can also be 

separated from gas mixtures by using MOFs. 

Though separation of CO in MOFs could not be 

achieved experimentally, it is believed that interac-

tion between CO dipole and open metal sites in 

MOFs are the dominating factor for the sorption 

performance. On the other hand, MOFs have been 

used for capturing NO gas, e. g. Cu-SIP-3
[127]

 and 

Zn (TCNQ-TCNQ) (bpy) [TCNQ = 7,7,8,8-tetracya 

-no-p-quino dimethane, bpy = 4,4’-bipyridyl]
[128]

. 

Usually these two MOFs are nonporous in nature 

and they do not absorb gases like Ar, N2, CO2 etc., 

however, these are reported for uptake of NO gas 

(~9 molecules per formula unit at 1 bar) above 

gate–opening pressure. Reducing the pressure, the 

desorption path is not like adsorption. In 2010, Al-

len and co-workers reported the reason for this per-

formance of the above two MOFs. The strong coor-

dination to coordinatively unsaturated metal sites 

(CUMs) in case of Cu-SIP-3, while for [Zn 

(TCNQ-TCNQ)(bpy)], charge transfer plays a cru-

cial role for high NO capture
[127]

. Ni- and 

Co-MOF-74 also exhibited very high NO uptake 

(~7.0 mmol NO per g of activated material) at room 

temperature
[129]

. 

In 2014, Yan et al. synthesized and character-

ized a new organic linker 1,2,4,5-tetrakis(3-carbox- 

yphenyl)-benzene (m-H4TCPB) and its first met-

al-organic framework Cu-m-TCPB. This compound 

can uptake 24.4 cm
3
g

-1
 H2 and 2.3 cm

3
g

-1
 N2 at 77K 

and 1 atm. It has been reported to possess uptake 

capacity 23.3 cm
3
g

-1
 acetylene, 23.0 cm

3
g

-1
 CO2 and 

7.3 cm
3
g

-1
 at 273 K and 1 atm

[130]
. 

Instead of gaseous molecule uptake, some 

MOFs have also been prepared which are capable 

of adsorption of water molecule. In this direction, R. 

Banerjee and his research group demonstrated the 

water adsorption ability of chemically stable ke-

to-enamine COFs
[131]

.  

6.2 Magnetism and its application 

Metal organic framework materials show 

magnetism when paramagnetic 3d transition metal 

nodes are used along with suitable diamagnetic or-

ganic linkers and MOFs with magnetic properties 

are named as magnetic metal organic frameworks 

(MMOFs). The MOFs consist of first-row transition 

metals (V, Cr, Mn, Fe, Co, Ni and Cu) have con-

tributed significantly to develop porous molecular 

magnets
[132-137]

. Close-shell ligands
[138]

 such as oxo, 

cyano, azido bridges and polycarboxylic ligands, 

which give weak magnetic interaction, are good 

candidates for this purpose. 

Another reason for magnetic behaviour of 

MOFs is the framework structure, which may in-

volve layered geometry with a shorter conjugated 

distance between metal clusters. Organic linkers 

have also been used for synthesis of MMOFs, 

where radicals present in organic linker are respon-

sible for magnetic properties. This metal-radical 

combined approach has also been used for synthe-

sizing a variety of MMOFs
[139-141]

. 

A Ni-Glutarate based MOF [Ni20(H2O)8(C5H6- 

O4)20.40H2O]
[142]

 showed ferromagnetic behaviour 

with a curie temperature of 4K due to weak ferro-

magnetic interactions of Ni-O-Ni angle. HKUST-1 

is antiferromagnetic at high temperature and below 

65K shows weak ferromagnetism
[143]

. MIL-9
[144]

 

[Co5(OH)2(C4H4O4)4] is reported to possess ferri-

magnetic properties. Jain et al.
 [145]

 reported four 

MOFs of general formula [(CH3)2NH2] M(HCOO)3 

(M = Mn, Fe, Co, Ni) as multiferroics.  

Instead of 3d transition metals, lanthanides al-

so produce magnetic metal-organic frameworks. 

Two magnetic lanthanide-organic frameworks
[146]
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(LnOF), having formula [Dy2(bpa)2(H2O)3] and 

[Er4(bpa)4(H2O)6](H2O), consist a 3D frameworks 

built by the 1D rod shaped metal carboxylate SBUs 

and 3,5-bis (4-carboxyphenoxy) benzoate (bpa
3-

) 

ligands.  

Magnetic MOFs can also be explored for the 

environmental application in removal of arsenic. 

Magnetic nanoclusters have been reported for ap-

plications in arsenic removal
[147,148]

. 

6.3 Sensing 

A large number of MOFs have been reported 

to be photoluminescent because aromatic units of 

linkers in most of the MOFs lead to excitation by 

absorbing UV-visible light and provide lumines-

cence. MOFs as luminescent materials or phosphors 

can find application in cathode ray tubes, projection 

television, fluorescent tubes and X-ray detectors
[149]

, 

small-molecule sensors
[150,151]

, pH sensors
[152]

, light 

concentrators for photovoltaic devices, antennae in 

photo-sensitive bioinorganic compounds and 

high-technology optics. Trivalent lanthanide metal 

ions are widely used for synthesis of luminescent 

MOFs due to their electronic transition from d- to f- 

shell, with accompanying photon emission. Lantha-

nides like Eu, Tb, Dy, Sm, Nd, Gd, Er and Yb are 

used as luminescent metal ions. Naphthalene, an-

thracene, pyrene, perylene and stilbene types of 

ligands are most commonly used for synthesis of 

luminescent MOFs. Both the metal and the linker 

can be used to give rise to luminescence, and can 

furthermore interact (via antenna effect) to increase 

the brightness and the quantum yield. 4,4-[(2,5- 

Dimetoxy-1,4-phenylene)-di-2,1-ethenediyl] bisben

toxy-1,4-phenylene)-di-2,1-ethenediyl] bisbenzoic 

acid (H2pvdc) was used to efficiently sensitise the 

NIR emission of the Yb
3+

 ions at ca. 1000 nm in an 

extended [Yb2(pvdc)3(H2O)2].6DMF.8.5H2O porous 

network
[153]

. The LnMOFs co-doped with multiple 

Ln
3+

 ions can be used as bimodal (or multicoloured) 

light emitters. Bimodal (or multicoloured) emission 

may be applied in multiplexed detection and imag-

ing of therapeutic cells
[154]

. Ln-MOFs are used in 

cation sensing, anion sensing as well as molecule 

sensing. A visible colour change of material is one 

of the simplest, most powerful sensing strategies. 

For example, a nanotubular MOF, {[(WS4Cu4)I2 

(dptz)3].DMF}n (dptz = 3,6-di-(pyrid-in-4-yl)-1,2,4, 

5-tetrazine, DMF = N,N-dimethylformamide) was 

reported for sensing small solvent molecules. When 

accommodating different solvent molecules as 

guests, the resulting inclusion compounds exhibited 

different colours depending on the solvent guests, 

showing a new way of signal transduction as a new 

kind of sensor
[150]

. Recently, water stable cationic 

MOF
[155]

 has been reported which can adsorb 

oxoanionic pollutents such as MnO4
-
, Cr2O7

2-
. Re-

cently, MOFs have been demonstrated as chemical 

sensor for selective fluorescence quenching of an 

explosive TNP (2,4,6-tri nitro phenol) in water us-

ing urotropin-based metal-organic framework 

(Ur-MOF)
[156]

.  

Nano MOFs (NMOFs) have experirnced an-

other exciting development and NMOFs are used 

for sensing pesticides. Akash Deep et al.
[157]

 were 

the first who demonstrated biosensing application 

of Nano MOF [Cd(atc)(H2O)2]n (atc = 2-amino 

terepthalic acid) impedimetrically for the detection 

of organo-phospate pestiside by developing an an-

ti-paration/NMOF/2-ABA/ITO (ABA = 2-amino  

benzyl amine, ITO = Indium Tin oxide) sensing 

platform. 

A novel approach to develop an inkless and 

erasable printing medium using MOFs has been 

demonstrated by synthesizing photochromic MOF 

containing 1,4,5,8-naphthalenediimide (NDI) and 

Ca, Mg, Sr and revealed their inkless printing prop-

erty
[158]

. The print content was self-erased after 24 

hours. This may be useful for reducing paper wast-

age.  

6.4 Catalysis 

The presence of strong metal–ligand interac-

tion in MOFs can provide permanent porosity to the 

material, i.e., it is possible to remove solvent mole-

cules completely without structure collapse. MOFs 

have shown great potential as heterogeneous cata-

lyst. The MOFs, in which metal centres are not 

completely blocked by organic ligands or unsatu-

rated, i.e., labile ligands are introduced, and are 
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good catalysts because when labile ligands are gen-

erally solvent molecules and when they are re-

moved leave a free coordination position on the 

metal. For example, [Cu3(btc)2] (btc = 1,3,5- 

benzenetricarboxylate) material HKUST-1, in 

which coordinated water molecule leaves a coordi-

nation vacancy on Cu upon thermal activation
[159]

. A 

number of organic reactions have been catalyzed by 

using nanoporous MOFs. For example, Knoevenag- 

el condensation reaction catalyzed by using either 

[Cd(4-btapa)2(NO3)2] (btapa = 1,3,5-benzene tri-

carboxylic acid tris[N-(4-pyridyl)amide])
[160]

 or 

[Cr3F(H2O)2O(bdc)3] (bdc = 1,4-benzenedicarboxy- 

late)
 [161]

. Xu et al. synthesized a novel bimetal 

complex [Zn4Ru2(bpdc)4.4C2NH8.9DMF]n (H2bpd 

= 4,4’-biphenyldicarboxylic acid), which can ad-

sorb Ru(II) photosensitizer [Ru(bpy)3]
2+

 and co-

balamin derivative such as heptmethyl cobyrinate 

perchlorate (B12) to form a complex B12-Ru@MOF. 

This complex has been reported to catalyse dechlo-

rination reaction and 1, 2-migration reaction in solid 

state. This is the first example of B12 catalysis using 

MOF system
[162]

. 

6.5 Biomedical application  

MOFs offer extremely high drug loading ca-

pacity and very long release time. As compared to 

mesoporous silica materials, MOFs can load four 

times greater drug, i.e., ibuprofen adsorption (upto 

1.4 gm per gram of MOFs) with longer release time 

(upto 21 days)
[108]

.
 
Non-toxic MOFs are applicable 

in targeted drug delivery. MIL family of metal-orga- 

nic frameworks has a good candidature for storage 

and controlled release of biologically important 

molecules due to their enhanced stability, enormous 

porosity and large pore volume
[10,163]

. Serrey and 

Férey et al.
[8]

 demonstrated encapsulating drug mol- 

ecules (Ibuprofen) in chromium carboxylate MOFs, 

MIL-100 and MIL-101, exhibiting drug storage ca-

pacities of 35 wt.% and 140 wt.% respectively and 

controlled drug release behaviour of 5 to 6 days 

under physiological conditions. Iron (III) carbox-

ylate MOFs such as MIL-88A, MIL-8, MIL-100 

and MIL-101 are able to entrap anticancer
[163]

, anti-

tumor and antiretroviral drugs as well as cosmetic 

agents
[8]

. Férey et al.
[164]

 reported first group of 

synthesized MOFs using trivalent metal centers 

with carboxylic acid bridging for drug delivery ap-

plication. A novel type of magnetic MOF composite 

Fe3O4/Cu3(BTC)2, fabricated by incorporation of 

Fe3O4 nanorods with nanocrystals of Cu3(BTC)2 

(HKUST-1), adsorbed upto 0.2 gm of Nimesulide 

(an anticancer drug for pancreatic cancer treatment) 

per gram of composite and it took as long as 11 

days for the complete drug release in physiological 

saline at 37˚C
[165]

. Zhuang et al. demonstrated 

ZIF-8 as pH responsive drug delivery system with 

high cellular uptake efficiency by incorporating 

camptothecin into ZIF-8 nanospheres. This encap-

sulated ZIF-8 exhibited enhanced cell death
[11]

. 

Bernini et al. demonstrated the ability of 

GCMC (Grand canonical monte carlo) simulation to 

predict the microscopic performance of new porous 

MOFs in drug delivery application and validated 

their simulation, with the available experimental 

data reported for the adsorption-release of ibuprofen 

in MIL-53(Fe), MIL-100(Fe) and MIL-101(Cr)
[166]

. 

Their simulation predicted an outstanding ibuprofen 

adsorption capacity of 1969 mg g
-1 

for mesoporous 

BioMOF-100 which is six times higher than the 

values reported for mesoporous silica. The presence 

of strong electrostatic interactions due to existence 

of charge compensating ions in MOFs enhances the 

adsorbate-adsorbent interaction which leads to 

higher drug loading at low pressure. In Bio-

MOF-100, dimethylammonium cations present in 

the pores reinforce the attractive interaction with 

ibuprofen molecules. Monte carlo simulation was 

also used for comparing the drug uptake capacity of 

two different mesoporous MOFs, viz. MIL-101 and 

UMCM-1 computationally
[9]

. 

Anti-bacterial activity of novel MOF 

STAM-1
[138]

 has been compared with that of the 

HKUST-1 against the growth of some bacteria such 

as Clostridium difficle, Staphylococcus aureus and 

Pseudomonas aeruginosa. It is found that both the 

MOFs have significant effect against the growth of 

these pathogens. Antimicrobial activity of these 

MOFs has been enhanced when they are impreg-

nated with NO. 
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6.6 Electrical property and its application 

MOFs have been demonstrated as useful de-

vice material for energy storage. Electrical storage 

capacity of MOFs in Co-doped MOF-5, i.e., 

Co8-MOF-5
[167]

 as electrode for supercapacitors 

has been reported by Diaz et al. However, this MOF 

has much lower capacitance than the commercially 

activated carbon. Lee et al. introduced Cobalt based 

MOF film
[168]

 which has pseudocapacitor behavior 

with specific capacitance upto 206.76 F g
-1

 and en-

ergy density of 7.18 Wh kg
-1 

at 0.6 A g
-1

. Zn-doped 

Ni-based MOF
[169]

 with a flowerlike microsphere 

exhibited high specific capacitance (1620 F g
-1

 and 

860 F g
-1

 at 0.25 and 10 A g
-1

 respectively), good 

rate capability and good cycling stability (91% for 

the MOF with Zn/Ni of 0.26). In 2014, a series of 

23 different nanocrystalline MOFs (nMOFs) were 

reported for their electrochemical energy storage 

capacity. Among these nMOFs, a zirconium based 

MOF, i.e. nMOF-867 exhibited high capacitance. 

nMOF-867 has the stack and areal capacitance of 

0.64 and 5.09 mF cm
-2

 which is about six times 

higher than that of the supercapacitors made from 

activated carbon
[170]

. Recently, a Mn-based MOF is 

employed as the active coating material to enhance 

the capacity of Li-rich layered Li (Li0.17Ni0.20Co0.05- 

Mn0.58)O2 oxide as cathode for Li-ion batteries. This 

surface modified oxide material showed a large 

discharge capacity, good thermal stability without 

harming the cycle stability, high initial coulombic 

efficiency and high rate capability
[171]

. Researches 

in this direction are needed to further explore the 

applications of MOFs. 

7. Future scope 

The knowledge about metal organic frame-

works is growing rapidly during recent few 

years but there are still significant gaps in the com-

pleteness of our understanding of their structure, 

stability and properties. Detailed investigations on 

factors responsible for destruction of crystal struc-

ture of certain MOFs with time stability and de-

composition mechanism have still not been carried 

out systematically. 

There are some reports on applications of 

MOFs in drug loading and delivery for some anti-

cancer and antiviral molecules. MOFs can be ex-

plored for such application for other drug molecules 

too. Detailed toxicological investigation should be 

carried out commercialization of such products. 

8. Conclusion 

In this review article, we have discussed vari-

ous synthetic methods of MOFs along with their 

applications. Different methods lead to the MOFs 

having different properties. MOFs introduced a 

huge number of applications including gas storage 

and separation, catalysis, magnetism, sensors, elec-

trical energy storage systems etc. Several applica-

tions of MOFs have not been explored yet, for in-

stance, magnetic MOFs can be explored for remov-

al of arsenic from environmental sample same as 

magnetic nano clusters have been demonstrated. 

Research work should be carried out to study deg-

radation mechanism of unstable MOF. Studies can 

also be carried out to evaluate the toxicity of deg-

radation products. These studies will be helpful to 

explore the biomedical application of nontoxic 

MOFs.  Nontoxic MOFs can be explored for ap-

plication as solid support for natural bioactive mol-

ecules to increase their shelf life and effectiveness. 

MOFs should be evaluated for antibacterial 

and antifungal activities to explore their clinical 

and biological applications as solid support, 

UV-screens and synergist. 

Abbreviations used 

1. Adip — 5,5’-(9,10-anthracenediyl)di-isophthalate 

2. BDC — benzene dicarboxylate 

3. BODIPY — boron dipyromethene 

4. BTC — benzene tricarboxylate 

5. COF — covalent organic framework 

6. DABCO — diazabicyclooctane 

7. HKUST — Hong Kong University of Science and 

Technology 

8. IRMOF — isoreticular metal organic framework 

9. MIL — Materials of Institute Lavoisier 

10. MOF — metal organic framework 
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11. MW — microwave 

12. NDC — naphthalene dicarboxylate 

13. NU — North Western University 

14. PCN — porous coordination network 

15. PCP — porous coordination polymer 

16. SBU — secondary building unit 

17. SIP — 5-sulfoisophthalic acid 

18. SNU — Seoul National University 

19. STAM — St. Andrews Material  

20. TCPB — tetra kis (carboxyphenyl) benzene 

21. TFA — trifluoro acetic acid  

22. ZIF — zeolitic imidazolate framework 
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